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Abstract
We consider the approximation of functions that are localized in space. We show
that it is possible to define meshes to approximate such functions with the property
that the number of vertices grows only linearly in dimension. In one dimension, we
discuss the optimal mesh for approximating exponentially decreasing functions. We
review the use of Cartesian product grids in multiple dimensions introduced in a paper
of Bank and Scott [4].

Keywords: exponential grids, Cartesian product grids, geometric grids, curse of dimension-
ality

1 Introduction

Many approximation problems suffer the ‘curse of dimensionality’ such as occurs in quantum
mechanical models of atomic systems [15]. On the other hand, in these systems the functions
being approximated decay exponentially away from a small number of atomic centers. This
leads to the possibility of approximating them in configuration space by exponentially (or
geometrically) graded meshes that could potentially reduce the number of degrees of freedom
drastically. We present here a simple model problem to illustrate the ideas.

2 Example: one dimension
The basis for all the meshes studied here is a simple one-dimensional grid for an interval

[0, XT:
O=ag<xt1 < - <zy=2X. (2.1)

We will consider graded meshes, in which the mesh size z;,1 — z; increases as ¢ increases.
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Figure 1: Approximation of e™" by piecewise linears on a one-dimensional geometrically
graded mesh. The horizontal axis is the variable r. The top curve is e™" and the bottom
‘curves’ represent the errors for h = ¢ = 0.1 (upper, 25 points) and h = ¢ = 0.01 (lower, 240
points), where v = 1 4+ § in both cases. Note the concentration of interpolation points near
the ‘knee’ of the exponential curve.

2.1 Geometric meshes

One familiar mesh of this type is the geometric mesh:
xiH—xi:h'yi,i:O,...,N, (22)

where o = 0 and 7 > 1. Thus we see that

k-1 = N
xk:;(xi+1—xi)=h;712h7_l. (2.3)
In particular, xy = h”j{v__ll = X provided that

_ log (1L (X/W)(y — 1))

N 24
log v (24)

Also, note that the mesh increments are related to the distance from the origin by
hi =z — 2= (y— Dag +h=(y— 1Daxp + 21, (2.5)

where h = hg. Also, if ¥ = 1 4 ch, then the number of mesh points N in (2.4) is given by

_log(1+¢X)) log(1l+cX))
"~ log(1+ch) ch

. (2.6)

Now suppose we consider approximating u(z) = e~* by piecewise linear functions on a
geometric mesh. The choice h = v — 1 is close to optimal in the approximation depicted in
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Figure 2: Approximation of e™" by piecewise linears on a series of one-dimensional geomet-
rically graded meshes. The horizontal axis is the variable . The top curve is e and the
bottom ‘curves’ represent the errors for (h,v) = (.2,1.2),(.1,1.2), (.1,1.4), (.2, 1.4). Note the
error increase near the ‘knee’ of the exponential curve.

Figure 1, cf. Figure 2. However, we also see that the error (shown in the lower curves for two
different choices of h) are not optimal, in that the errors are not constant. There are points
toward the end of the interval that do not contribute materially to the approximation, and
there is a bulge in the error in the part of the interval just to the right of = 1. This bulge
is exaggerated if one chooses 7 # 1 + h, as is indicated in Figure 2.

2.2 Exponential meshes

We now ask what the form of the optimal mesh for approximating a decaying exponential
might be. We begin with the piecewise linear case. As before, we expect the error on each
subinterval to be of order h?, where h; = z;11 — z;, 7 = 1,...,n. The interpolation error can
be approximated by the error at the midpoint of each interval, which can be estimated by
Taylor’s theorem as

u((w; + 2i41)/2) — (u(w;) + u(wig1))/2
1

:é (xz'+1 — JIZ')2 u"((xi + $Z+1)/2) -+ O (($i+1 — $Z)4) .

(2.7)

Suppose that we want to equilibrate the error at a level h? on each interval for the
function u(x) = e~*. Here we are thinking of h as a resolution parameter. For a uniformly
complicated function, we expect an error of the form Ch? for a uniform mesh of size h.
Now we use this as a guide to get a uniform error for a function whose complexity varies
exponentially.



Dropping high-order terms, we thus want

1
h’ 3 (Tiy1 — xi)2 u'((z; 4 Tiy1)/2)
1 2 o~ ((@itai1)/2) 29
__ . o —((@itzit1 )
8 ('r74+1 IZ) €
Taking square roots we find
3 :g (€ip1 — ;) e~ @izl (2.9)

Setting xp = 0, we can view this as a difference method (trapezoidal rule)

w — \/56((%4-901'4—1)/4) (2.10)

for the differential equation
z = /2e%/? (2.11)

whose solution blows up in finite time. In particular,

or/2 _ <€—x(o>/2 .y /\/5)

-1

(2.12)

This implies that, for any given resolution h, only a finite domain need be considered. One
series of such meshes is depicted in Figure 3.

Unfortunately, the number of grid points in an exponential mesh grows inversely to the
resolution parameter h. In the error curves in Figure 3, the number of mesh points is doubling
(from 7 to 14 to 28) as the resolution is decreased. This behavior can be verified for higher
resolution as well:

h~1.4/N. (2.13)

The error is quadratic, of the order h?, but still we require a substantial mesh size (of order
1/h) to resolve e~ accurately with a fixed degree of approximation. The main concentration

of meshpoints is again near the knee in the curve e™".

2.3 Higher-order approximations

Suppose we now allow variable order approximations. The results for linear approximations
both on geometric meshes and on optimal exponential mesh suggest that greater accuracy
would be beneficial in the knee of the exponential curve.

To estimate the error in approximating e™" via polynomials of arbitrary degree, we simply
use Taylor’s theorem. Thus the error on the i-th mesh interval [z;, z;,1] would be approxi-
mately

€ = ki!e_ ‘ (2.14)

for polynomials of degree k; — 1 where h; = x;,1 — ;.

To get a feeling for how variable approximation order affects the computations, we con-
sider a family of geometric meshes. The top curves in Figure 4 depict the order k of ap-
proximation required to keep the error below a fixed tolerance; k£ = 2 corresponds to linear
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Figure 3: Approximation of e™" by piecewise linears on a series of one-dimensional expo-
nential meshes. The horizontal axis is the variable r. The top curve is e™" and the bottom
‘curves’ represent the errors for three exponential meshes.

approximation. The middle curves just depict e™" for convenience, whereas the bottom
curves are the error estimates in (2.14). We see that very large approximation order k can
be required in some cases. Moreover, the order can be low initially, only growing near the
knee in e™". Surprisingly, the required order continues to grow past the knee, and then it
drops to the lowest order (corresponding to piecewise constant approximation). This occurs
when the exact curve e™" drops below the error tolerance, so that an approximation by zero
would be sufficient.

The geometric mesh leads to overly large elements, requiring higher degrees of approxi-
mation than may be required from an efficiency point of view. The optimal choice of mesh
size and polynomial degree is known to be difficult. We recall the form of the optimization
for completeness.

There are two possible forms of the mesh-degree optimization problem. In the first, we
ask what the best mesh and approximation degree assignment is for a given number of mesh
points. We can express this as

. . f:l S h
min  max ¢ = min  max e &=t (2.15)
hi>0,k;>0 i=1,...,n hi>0,k;>0 i=1,..,n k;!
Here the optimization variables hq, ..., h, range over positive real numbers, and the op-
timization variables ki, ..., k, range over nonnegative integers. (One simple relaxation of
(2.15) is to allow ky,..., k, to range over nonnegative real numbers.) This form of the op-

timization problem asks for the optimal order of approximation given n mesh intervals, but
it does not take into account the fact that the higher degrees involve more work.

A more useful optimization problem involves an estimate w(ky, ..., k,) required to obtain
the solution using polynomials of degree k on a given interval. The optimization problem to
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Figure 4: Two examples of the use of variable order approximation on geometric meshes with
different tolerances and different initial mesh sizes, based on the error model (2.14). The
horizontal axis is the variable . The top curves give the order k of approximation (k = 2
corresponds to linear approximation), the middle curves recall e~", and the bottom curves
are the error estimates in (2.14).

minimize the work to achieve an accuracy « > 0 is then

M e
min  w(ky,...,k,) subject to max —e” Xim1hi < q. (2.16)
hi>0,ki>0 =L, k!

The constraints in (2.16) are clearly more complex than in (2.15).

3 Cartesian product grids

We now generalize the one dimensional meshes by a technique which provides good approx-
imation with limited mesh points at least in low-dimensional cases. It is easy to describe,
at least in two dimensions. Given a one dimensional mesh as described in section 2, we can
define a mesh in two dimensions via the Cartesian mesh points

(0, ), (£2;,0), (£a;, £2;), i=1,..., N. (3.17)

One eighth of such a mesh is depicted in Figure 5. Note that there are two basic triangle
similarity classes. If the one-dimensional mesh is geometric with v = /2, then all of the
triangles are similar; this type of mesh was used in [4, 8]. The type of mesh in Figure 5 has
also been referred to as a “geometric mesh” [2].

Cartesian product meshes can be defined in any number of dimensions, but the number
of mesh points grows exponentially in the number of dimensions. Thus we are led to look
for a mesh that has a smaller rate of growth with respect to the dimension.

4 Prismatic elements

Prism elements have been used in various contexts [3, 10, 14, 17]. We will restrict to ones
with a simple element domain, and we only consider only the lowest-order case in full detail.



Figure 5: Triangulation of the domain D = {(r,75) € R : ry <7} via a Cartesian product
grid.

Figure 6: Generation of prismatic meshes in two dimensions; nested similar triangles.



4.1 Prismatic meshes

We now address the problem of finding meshes that subdivide IR? with a number of mesh
points that grows at most linearly in d, and like the mesh (3.17), grows at most logarithmi-
cally in the ratio of the domain size to the smallest mesh size.

Let us describe the construction in two dimensions. We begin with two similar triangles
centered at the origin, as depicted in Figure 6. We start with the triangles with vertices

[(1’1, 0)7 (07 xl)? (—1’1, —$1)], [(1’2, 0)7 (07 x2>7 (_‘r% _*T2)]7
cony [(JIN, 0), (0,$N), (—xd, —JIN)].

The dashed lines connect the vertices with the triangle barycenters. The prisms (quadrilat-
erals) bounded by these lines and the edges of the triangles form the prismatic elements of
the triangulations.

In the general case, we start with a simplex >, whose barycenter is at the origin. Define

5 =75 = {7z |z € o}, (4.19)

where the scaling factors 7; satisfy 1 < v < 79 < --+ < yn. We can write the mesh in terms
of annuli of the form ¥;,1\%;. We now describe how these annuli are divided into prismatic
domains.

Let o!,...,0%"! denote the barycentric subdivision of ¥,. Note that each o can be
associated with one face Fj of ¥y; o’ is the convex hull of the origin and F;. Then we can
write the prismatic element domains in the mesh as

Oij :%Uj\%_laj, j: 1,,d+ 1, 1= 1,...,N, (420)

(4.18)

where we add 7o = 1 and analogous to (4.19), we define

vo = {yz } TeET}. (4.21)

4.2 FElement domains

We begin by defining the reference domain(s). Let 3 denote the reference simplex

S={¢cR"|0<& i=1,....,d and &+ +& <1}, (4.22)
We consider prisms that can be written as a truncated simplex:
Su={¢€S|&a<H}, (4.23)

where H is a parameter in the interval 0 < H < 1, which we call the aspect ratio of the
prism.

Note that for each prism reference domain ¥y there is a distinguished point p = (0,...,0,1)
(outside the domain) that represents the point of intersection of the edges of ¥y which have
the &; coordinate varying.

The set of element domains we will consider consist of affine maps of a fixed ¥y for a
fixed H. A typical element domain is depicted in Figure 7 in the three dimensional case.
For each such element domain e = JX g —1—5 , where J is the Jacobian of the affine map, there
is a distinguished point p, = Jp —i—é = Jq+ é where J; is the d-th column of the matrix
J. Note also that the faces of the prisms having such edges are themselves either simplices
of dimension n — 1 or prisms of dimension n — 1 with the same aspect ratio H. All of the
prismatic faces of a given element e have the same distinguished point p, as the parent prism.



Figure 7: A three-dimensional prism. The smaller triangle is the top, and the larger triangle
is the base. The dashed lines are at the back of the prism.

4.3 Element functions

In the simplest case, prism elements [10, 14] have a natural set of basis functions which arise
as a tensor product of linear polynomials in d — 1-dimensional variables and linear functions
in one variable. There is a base and top to each pyramid. This is depicted in Figure 7 in the

three dimensional case. Let us assume that the base lies in the plane (xy,..., 24 1,0) and
the top lies in the plane (z1,...,24-1, H). Then the functions are
I = {(a+ bza)p(z1,...,24-1) | a,b €R, p € Pilwr, ..., xa1]} . (4.24)

For d = 2, T1¢ consists of bilinear functions Q;(z1,x2), and for any d we have

Pk[$1,...,l’d] CH%CQk[ml,...,xd]. (425)
But the dimension of I1¢ = 2dim Py [x1, . .., 24 1] = 2d, whereas the tensor-product space of
d-linear functions Q:[zy,. .., 74| has dimension 2%.

4.4 Continuity of elements

Note that the restrictions of the element functions to the prismatic faces of each element
domain are themselves element functions of one lower dimension. Therefore they form con-
tinuous elements on a prismatic mesh as described in Section 4.1.

4.5 Number of vertices and prisms

Suppose that N is the number of the simplices involved in the mesh. For example, Figure
6 depicts the case N = 3 in d = 2 dimensions. In general, we have N similar d-dimensional
simplices with the same barycenter that are nested in a fashion similar to Figure 6, each
one bigger than the last. We may think of these simplices being a mathematical analog of
the familiar nested Russian dolls. Let us number the simplices Y, ..., >y where Y is the
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Figure 8: Graph of the function ¢ defined in (5.27).

smallest and ¥ is the largest. In each annulus A; =3, —%;, 7 =1,..., N — 1, there are
d + 1 prisms, one for each face of ¥, and ¥; that forms the top and the base, respectively,
of a prism (there are d + 1 faces of a d-simplex).

The set of vertices in the prismatic mesh is the same as the number of vertices in the
union of the simplices ¥, ..., Yy. The number of vertices of a d-simplex is d 4+ 1. Thus the
number of vertices in the prismatic mesh is N(d + 1).

The number of prisms that arise in the subdivision of each annulus increases with the
dimension. For each face of a d-dimensional simplex (of which there are d + 1), there is an
associated prism in each annulus. Thus there are (d + 1)(N — 1) prisms. In the assembly
process, each prism contributes to 2d vertices on the top and bottom of each prism. Thus
the standard assembly algorithm will take O(d?) work.

5 Approximation of exponentially decreasing functions

Unfortunately, approximation of exponentially decreasing functions in multiple dimensions
is more complex than in one dimension. As an example, consider a trapezoidal mesh in n
dimensions with mesh points (tx,0,...,0), (0,¢,0,...,0), ..., (0,...,0,tx). We can write
these points more succinctly as

tee', i=1,...,n, (5.26)

where €’ is the canonical basis vector: €} = ;.
The interpolant based on these mesh points is constant along any edge connecting these
points, so the error, say, at x; = %(tk,tk, 0,...,0) satisfies

(u— up)(xp) = e %/V2 — 7t = (1) (5.27)

for the case when wu; denotes linear interpolation. When ¢ is small, ¢(¢) is small, and when
t is large, 1 (t) is again small. But in between, 1 (t) is not small, as depicted in Figure 8.
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This implies that additional angular approximation is needed in the intermediate region,
similar to the ‘knee’ area of the exponential where approximation is known to be criticial
from Figures 2 and 3.

It is useful to see what standard error estimates for linear approximation would yield to
confirm the failure of this simple approach. It is possible to derive standard error estimates
suitable for exponentially decreasing functions on geometric grids. On any element e, we
have the following estimate [18] for 1 < ¢ < oo and m =0, 1:

| —ur |lwpe) < Cdiam(e)* || u Iwz(e)- (5.28)

For simplicity, let us assume that the radial decomposition is based on a geometric subdivision
(2.2), namely, ty1 — tp = v*h. Thus
-1

tk:hv_l. (5.29)

Suppose that e lies in the k-th ring from the origin. Then
diam(e) < Chy*. (5.30)

The points in the prismatic face of e closest to the origin are a convex combination
of vertices vi,...,vy of that face. Recall that v; = t,e’ for suitable numberings of the
dimensions. The closest point on this face to the origin is

IsH

1
Ezvi:%(l’l"”’l’o) (5.31)
=1

in these coordinates. The distance from this point to the origin is t/ v/d. Thus

tk . h ’yk —1
vd Vdv-1
Define Vyu(x) to be the tensor of all second derivatives of u, and we let |Vau(z)| denote
some suitable norm on this tensor. Suppose that

min {|z| |z € e} > (5.32)

|Vau(z)| < Ce™FIU () (5.33)

for all z € IR?, where « is a positive real number that encodes the rate of decrease of u, and
U just accounts for the difference between |Vyu(x)| and a pure exponential decrease. Then
standard interpolation estimates yield (for either m = 0 or m = 1)

lu—ur[lwpey SC™)* "l llwzey by (5.30)]
<C(hy* 2 me S 0 )| Ul [by (5.32) and (5.33)]  (5.34)
:Oh2—m€(2—m) log(’yk)—,f‘—fl (’yk—l) ’

| U [|y(e)

where here and subsequently constants C' may depend on the dimension d. We see that the
parameter

p= (5.35)



plays a key role in the estimate (5.34). We can turn this around to say that

v=14 (a/p)h. (5.36)
The expression (2 —m)logt — p(t — 1) has its maximum at t = (2 — m)/p, so that
2 2—m
e(2—m)logt—p(t—1) < ( _m) e—(2—m)+p' (537)
“\ »p
Therefore
2—m 2—m o m—2+p
| u—ur |lwpmey <Ch - e 1 U || ge)
N . (5.38)
—c (BEEY ey
a
The expression
9 _ 2—m
o= (251) e (5.39)
p

has its minimum t,;, = 1 at p = 2 — m, and ¥(2 — m) = 1. This suggests that the optimal
choice is to take p = 2 —m, and thus by (5.36) we have

vy=14 (a/(2—m))h, (5.40)

and thus
h=2-m)(y—-1)/a. (5.41)

In this case, choosing the optimal v, (5.38) simplifies to
lw = urllwye) < CR*"[ U z,0)- (5.42)

Unfortunately, (5.40) implies that the total number of mesh points will be proportional to
h=1, cf. (2.4).

The error expression (5.27) suggests that the use of exponential grids in multiple dimen-
sions requires the use of higher-degree elements to resolve the angular dependence in at least
some part of the domain. If we use degree k elements, then the number of degrees of freedom
is no longer linear in dimension. Higher-order elements have degrees of freedom on edges,
faces and so forth. The number of edges increases quadratically in the dimension for an
exponential mesh, and the number of faces increases cubically. Thus the number of degrees
of freedom for k-th order elements will be of order k in the dimension for an exponential
mesh. However, if we take an h — P strategy [2], and let the degree k be large only where
needed, we still have the potential to have an effective algorithm. We indicate the feasibility
of such an approach by example.

6 Example: hydrogen atom

The hydrogen atom [15] can be modeled as a solution to (6.46), cast in terms of an eigen-

problem )
Asu(r) + —u(r) = du(r). (6.43)

u
x|

12



order | radial levels | DoF's
2 40 815
3 40 2435
4 25 3469
5 15 4021

Table 1: Polynomial order, number of radial approximations and total number of degrees of
freedom (DoF's) for the hydrogen problem depicted in Figure 9.

One solution is u(r) = e~*l and A = 1, which can be seen as follows.
We consider the function of n = 3 variables

u(r) = u(ry,ra,rs) = e M =7V i, (6.44)

Recall that in spherical coordinates in three dimensions

0? 20 2
A = — S u=elt1-2). 4

3u(r) 8r2u+ S u=e < \r\) (6.45)

Therefore we can view u alternatively as solution to

2
Asu(r) + mu(r) = f(r) (6.46)
where f(r) = e Il or to

Agu(r) = f(r) (6.47)

where f(r) = eIl (1 — ‘—i‘> In either case, we must deal with weakly singular integrals in
the finite element implementation [13].

If we use a mesh like shown in Figure 6 with only the linear prismatic element, then
the best that can happen is convergence to some subspace of functions that is angularly
constrained. Indeed, we observed quadratic convergence for the first eigenvalue of (6.43) to
a slightly shifted value.

To get full convergence to the eigenproblem, higher-order prismatic elements are required.
Figure 9 indicates convergence as the degree is increased. Now we see that convergence can
be obtained by increasing the degree of approximation. Examination of the eigenvector
approximation shows that the higher-degree approximation is limited to a small part of the
domain, suggesting that an h — P approach could be even more efficient.

In full disclosure, we should say that the data in Figure 9 actually represent an over-
shoot of the first eigenvalue. For a Ritz-Galerkin method, the eigenvalue approximation
should be one-sided (from above). However, to evaluate terms involving the singular kernel
in (6.43), we used a numerical quadrature scheme that violates the Ritz-Galerkin eigenvalue
monotonicity. For this reason, we now discuss a possible approach to the evaluation of the
corresponding weakly singular integrals.

A key result depicted in Figure 9 is the resolution of multiple eigenvalues for the excited
states of the hydrogen atom. In addition to the convergence of the ground state (lowest
eigenvalue, but largest value in Figure 9), the next eigenvalue has a multiplicity of 4.

13



As the degree of approximation increases, this group of 4 eigenstates gets more clearly
resolved in the depiction of the multiple eigenvalues for the approximate system. Similarly,
the third eigenvalue has a multiplicity of 9, and these states are well resolved by degree 5.
The fourth eigenvalue has a multiplicity of 16, and we can see two groups of eigenvalues (one
group of 10, another group of 6), but they have not yet merged at this level of approximation.
The grid size is not fixed in Figure 9; rather it becomes more course for higher degree
approximation as shown in Table 1.

7 Related work

The notion of ‘sparse grids’ [5, 11] is closely related to what we study here. Other techniques
have also been proposed for problems of high dimension [6, 7, 12].

8 Conclusions

We showed that an h— P strategy could be an effective technique for approximating functions
that are localized in space in high dimensions. In one dimension, we derived the optimal
mesh for approximating exponentially decreasing functions. We reviewed the use of Carte-
sian product grids [4] in multiple dimensions. We showed that the curse of dimension can
potentially be dispelled (or exorcized) using prismatic elements on appropriate grids.
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Figure 9: Negative eigenvalues —\ for approximations of the Hydrogen atom by direct finite
element approximation using prismatic elements for the Schrédinger problem (6.43). The
horizontal axis is the degree of polynomial approximation. The mesh descriptors are given
in Table 1.
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