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ABSTRACT

Unsupervised learning text representations aims at converting natural languages into vector representations. These vector representations are used in bigger models such as neural networks to improve the performances of supervised tasks. In this line of work, we have Word2Vec [141], Skip-thought [98], ELMo [168], BERT [47], and other improved BERT models such as RoBERTa [122] and ALBERT [101].

To evaluate the effectiveness of these unsupervised learned text representations, people create suites of natural language processing tasks, including SentEval [40] and GLUE [208]. These tasks aims to evaluate the capabilities of these text representations at improving a variety of NLP tasks, including text classification, semantic relatedness and similarity, question answering, sequence labeling, etc.

This thesis discuss our work on both sides. We develop methods to train better language representations and also develop better NLP task suites to evaluate these representations. Most of our pretrained unsupervised models use Wikipedia as training data. We use Wikipedia articles and categories to improve text classification and natural language inference tasks. We use Wikipedia document structures to learn sentence representations with discourse information. We also use the hyperlink structures from Wikipedia to learn entity representations. Along with these work we also propose a variety of test suites with standardized tasks to evaluate text representations in these aspects.
CHAPTER 1
INTRODUCTION

1.1 Pretrained Language Representations and Evaluations

Unsupervised learning text representations aims at converting natural languages into vector representations. Word2Vec [141], GloVe [161], Skip-thought [98], ELMo [168], BERT [47], GPT [174], GPT2 [175] are all pretrained models that convert text into vector representations. These vector representations are used in bigger models such as neural networks to improve the performances of supervised tasks. To evaluate the effectiveness of these unsupervised learned text representations, people create suites of natural language processing tasks. These tasks aims to evaluate the capabilities of these text representations at improving a variety of NLP tasks, including text classification, semantic relatedness and similarity, question answering, sequence labeling, etc.

This thesis describes our work on both pretrained text representations and evaluation approaches. We develop methods to train better language representations and also develop better NLP task suites to evaluate these representations.

We find Wikipedia to be a great resource for training unsupervised language representations, as it is freely available to the public, and also comes with different forms of knowledge. Most of our pretrained unsupervised models use Wikipedia as training data.

1.2 Adding Knowledge to Text Representations

Pretrained models such as BERT [47] are shown to already include knowledge [21, 23] by themselves. In this thesis, we work on methods of directly adding knowledge into text representations.

In particular, we explore methods to add knowledge of topic classification, natural language inference, entity information and discourse structure into text representations in this
1.3 Evaluation of Text Representations

Vector representations of text are not for humans to comprehend directly, but are useful as model inputs to solve a variety of NLP tasks. To evaluate the usefulness of such text representations, a typical setting is to feed them into a standard NLP test suite. SentEval [40], GLUE [210] and SuperGLUE [207] are popular benchmark datasets for text understanding. Pretrained text representations are often times evaluated on such benchmark test suites to prove their effectiveness.

In this thesis, we propose DiscoEval, EntEval along with other evaluation datasets and tasks to evaluate knowledge in text representations.

1.4 Contributions of the Thesis

The key claims of the thesis follow.

- We develop a variety of approaches for learning text representations. By exploring the rich structure of Wikipedia, various aspects of text is injected into such representations.

- We propose standard test suites to evaluate text representations, focusing on entity related tasks, discourse related tasks, classification tasks, and language inference tasks.

1.5 Organization of the Thesis

The thesis proceeds as follows.

- Chapter 2 reviews the recent progress on learning text representations, including word embedding, sentence embedding, and contextualized word embedding. This chapter also discusses approaches of adding different knowledge into such text representations,
such as discourse knowledge, entity information, category information and language inferences. While this chapter does not contain novel material, it is a useful resource to review the related work in the field of text representations.

- Chapter 3 describes our work on building weakly supervised text classifiers with Wikipedia documents and categories as training resources.

- Chapter 4 describes our work on pretraining text representations for language inference tasks. We use Wikipedia category pairs of parent-child relationship as training resource.

- Chapter 5 describes our work on building entity representations from Wikipedia documents and hyperlinks in them. We also propose a standard benchmark suite EntEval to evaluate entity embedding. This chapter contains material originally published in [31].

- Chapter 6 describes approaches of building discourse knowledge injected sentence representations. The training data is constructed from Wikipedia. We also build a standard test suite DiscoEval to test the effectiveness of different sentence embedding. This chapter contains material originally published in [29].

- Chapter 7 summarizes the contributions of this thesis and discusses the future research directions. In particular, our experience in learning text representations incorporating a variety of knowledge from Wikipedia and its document structures can encourage the explorations of vector representations of different knowledge.
CHAPTER 2
LEARNING TEXT REPRESENTATIONS

In this chapter, we review the current progress in text representation learning. This chapter does not include novel material, but introduce the knowledge background related to this thesis.

2.1 Word and Sentence Embedding

Representing words as vectors is the first step in most deep learning models. A crucial component of this thesis is to find extra knowledge to be encoded into text representations.

The early attempts are word vectors that convert single words into vector representations, such as Word2Vec [141] and GloVe [161]. The word vectors are mostly evaluated on semantic word similarities. Some empirical study also suggest that word vectors have nice algebraic properties in the vector space, a famous example being \(v(\text{king}) - v(\text{queen}) = v(\text{man}) - v(\text{woman})\), where \(v(w)\) is the vector representation of word \(w\).

Inspired by word vectors, sentences vectors are also explored. The goal is to convert natural language sentences into vectors. Among them we have Skip-thought [98] and InferSent [41]. As sentences are more complicated than single words, there are more aspects we can evaluate on these sentence representations. SentEval [40] is proposed as a standardized task suite to evaluate sentence representations. It includes 17 NLP tasks covering topic and sentiment classifications, natural language inferences, semantic similarities and so on.

Both Word2Vec and Skip-thought were trained on the hypothesis of distributional semantics, that “a word/sentence is characterized by the company it keeps”. Although the word/sentence vectors are trained by predicting their surrounding words/sentences, in downstream tasks we only use the standalone word/sentence itself.

CoVe [135] and ELMo [168] bring in the idea of contextualized word vectors, where a
word together with its context is encoded together. ELMo is a simple two layer bidirectional LSTM [75] language model trained on large training corpus. Hence the hidden states of each word contains contextual information. The transformer [204] model is a new revolution to this field. The transformer model drops the recurrent operation at training time, thus making training parallelism possible in NLP models. GPT [174] and GPT2 [175] are language models built from the transformer decoder. The ELMo and GPT models outperformed quite a lot of state-of-the-art models on many NLP tasks by the time they were introduced.

The new game changer is BERT [47]. It is trained on the task of masked language modeling, where some words in text are masked and the model is trained to predict these masked words. BERT further improves from ELMo and GPT by large margin on many downstream tasks. Various BERT model improvements are introduces afterwards. RoBERTa is trained with larger data and longer time, while ALBERT shares the parameters across layers but increase hidden size of each layer.

GPT and BERT models are both evaluated on the GLUE [208] benchmark. GLUE includes multiple language understanding tasks including natural language inferences, semantic relatedness and text classifications. Some other tasks are also used as standard evaluation methods for pretrained text models, such as SQuAD [177] for question answering, named entity recognition for sequence labeling, etc.

The above pretrained text representations are shown to be helpful in a variety of NLP tasks. There are two common ways of using such pretrained text representations, feature extraction and fine-tuning. In feature extraction, the text is encoded to be vectors and kept unchanged in later training steps. In fine-tuning, the text encoding layer is treated as a part of the model to be trained, so it is fine-tuned for the specific task. Depending on what the pretrained and downstream tasks are, either feature extraction or fine-tuning may perform better.
2.2 Loss Functions

A variety of loss functions are used in pretraining language representations. We give an overview in this section.

**Sentence Decoding Loss**  
The skip-thought model is trained on decoding surrounding sentences from centering sentences. In particular, the encoder is a GRU [36] that encodes the centering sentence to a vector. Conditioned on this vector, two decoders generate the previous and the next sentences in an auto regressive way.

\[
l(s_{t-1}, s_t, s_{t+1}) = - \sum_{i=1}^{s_{t-1}} \log p(s_{t-1,i}|s_t, s_{t-1,1}, \cdots, s_{t-1,i-1})
- \sum_{i=1}^{s_{t+1}} \log p(s_{t+1,i}|s_t, s_{t+1,1}, \cdots, s_{t+1,i-1})
\]

FastSent [73] uses bag-of-words sentence representations for both the encoder and decoder. More specifically, given the centering sentence representation \(s_i\), it is trained to predict the words of surrounding sentences by the following loss:

\[
\sum_{w \in S_{i-1} \cup S_{i+1}} \phi(s_i, v_w) 
\] (2.1)

**Language Modeling Loss**  
ELMo [168] is trained with bidirectional language modeling loss \(l_{\text{lang}}(x_{1:T_x}) + l_{\text{lang}}(y_{1:T_y})\) in ELMo where

\[
l_{\text{lang}}(u_{1:T}) = - \sum_{t=1}^{T} \log p(u_{t+1}|u_1, \ldots, u_t) + \log p(u_{t-1}|u_t, \ldots, u_T)
\]
and $p$ is defined by the ELMo parameters.

**Masked Language Modeling Loss** BERT [47] is trained to reconstruct masked words from the whole text sequence.

$$l_{MLM}(w_1:T) = -\sum_{t \in M} \log p(w_t|\text{mask}(w_1, \cdots, w_T))$$

where $M$ is the set of tokens masked by the [MASK] token.

### 2.3 Evaluating Text Representations

Vector representations of text are not for humans to read directly, but are useful as model inputs to solve a variety of NLP tasks. To evaluate the usefulness of such text representations, a typical settings is to feed them into a standard NLP test suite.

SentEval [40] is a task suite designed for evaluating sentence representations. Encoded sentence representations as vectors are fed into simple one layer neural network for various tasks, including text classification, sentence similarity, etc.

GLUE [210] and SuperGLUE [207] are two popular benchmarks for language understanding tasks. They do not put restrictions on model design, but only encourage researchers to perform better on their proposed set of tasks. The tasks are focused on one or two sentences.

Recent work has sought to evaluate the knowledge acquired by pretrained language models [182, 1, 15, 167, 42, 40, 209, 119, 29].

### 2.4 Weakly Supervised Text Classifications

Chapter 3 describes our work on training weakly supervised text classification models with articles and categories from Wikipedia.

There is a great deal of prior work in weakly supervised text classification. A classical
work is the dataless text classification approach approach by [26], later extended to exploit
hierarchical label structures by [190]. This approach uses Explicit Semantic Analysis
(ESA) [59], a method to represent a document and a candidate category as sparse binary
indicators of Wikipedia concepts and compute their relatedness by cosine similarity. [212]
propose to learn a universal text classifier based on Wikipedia by extending the dataless
approach, but both ESA and their work are pre-neural and outperformed by our models in
experiments.

There are many relevant modern approaches to weakly supervised text classification based
on neural networks, but they differ from our setting in significant ways. [144] and [179] focus
on medical text rather than aiming to handle general open-domain topics which is our goal.
[235] propose to enhance the performance of weakly supervised classification by modeling
semantic knowledge in the form of class hierarchies and knowledge graphs, but this approach
requires nontrivial resources and is difficult to scale. In contrast, we propose to leverage a
rich and readily available resource. [139] assume weak supervision in the form of having
class keywords and propose a training method by generating pseudo documents based on
the keywords and using the documents to train a classifier. This approach is sensitive to the
way pseudo documents are generated and rather complex. In contrast, our aim is to show
that it is possible to achieve excellent performance with a straightforward approach with
simple models.

We briefly mention other related works on weakly supervised classification. [113] also
jointly learn label and entity embeddings to perform weakly supervised classification, but
they do not learn general text embeddings as in this work. Similarly, [130] focus on learning
label embedding to classify named entities. [231] report weakly supervised text classification
experiments with a neural model that jointly embeds words and labels, but their experiments
are small-scale and do not aim to address the practical setting of handling a wide range of
open-domain topics as in this work.
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There are other settings of weakly supervised text classification considered in the literature. [45] map both class labels and text into the same semantic space and classify a document by its nearest neighbor of classes in that semantic space. [146] learn the embeddings of all classes, documents, and words together and perform classification. [183] and [55] introduce the problem of Open Domain Classification (DOC), where a document may belong to a special unseen class at test time. To accommodate this special unseen class, they propose to train a 1-vs-rest classifier for each seen category. At test time, an example will be “rejected” if it is not classified into any of the seen categories. [235] perform weakly supervised text classification by a two-phase method. Phase 1 performs a binary classification to decide whether a document belongs to seen categories. The second phase classifies a document to an exact category. This thesis focuses on a more practical setting of using freely available Wikipedia documents and category labels to build a general purpose document topic classifier.

There is also a wealth of prior work in semi-supervised text classification: using unlabeled text to improve classification performance [152]. These methods typically learn generally useful text representations from a large corpus of unlabeled text and use them for a specific target task with limited supervision [79, 168].

Finally, supervised text classification is a well studied problem. A typical approach is to convert text into a vector representation (e.g., bag-of-n-grams) and apply standard classification models such as naive Bayes and support vector machine [213, 89]. Recent works based on neural networks achieve state-of-the-art performance [97, 236, 92, 197, 90, 91]. In particular, attention mechanisms and joint document-label embeddings have been shown to be useful [227, 211].

## 2.5 Natural Language Inference

Chapter 4 describes our work on pretraining models for natural language inference tasks.
We build on a rich body of literature on leveraging specialized resources (such as knowledge bases) to enhance model performance. These works either (1) pretrain the model on datasets extracted from such resources, or (2) use the resources directly by changing the model itself.

The first approach aims to improve performance at test time by designing useful signals for pretraining, for instance using hyperlinks [124, 28] or document structures in Wikipedia [30], knowledge bases [123], and discourse markers [150]. Here, we focus on using category hierarchies in Wikipedia. There are some previous works that also use category relations derived from knowledge bases [184, 178], but they are used in a particular form of distant supervision in which they are matched with an additional corpus to create noisy labels. In contrast, we use the category relations directly without requiring such additional steps.

Within this first approach, there have been many efforts aimed at harvesting inference rules from raw text [114, 195, 18, 194, 229, 10, 17]. Since WikiNLI uses category pairs in which one is a hyponym of the other, it is more closely related to work in extracting hyponym-hypernym pairs from text [71, 187, 188, 159, 137]. However, most of this prior work uses raw text or raw text combined with either annotated data or curated resources like WordNet. WikiNLI, on the other hand, seeks a middle road, striving to find large-scale, naturally-annotated data that can improve performance on NLI tasks.

The second approach aims to enable the model to leverage knowledge resources during prediction, for instance by computing attention weights over lexical relations in WordNet [32] or linking to reference entities in knowledge bases within the Transformer block [169]. While effective, this approach requires nontrivial and domain-specific modifications of the model itself. In contrast, we develop a simple pretraining method to leverage knowledge bases that can likewise improve the performance of already strong baselines such as BERT without requiring such complex model modifications.

There are some additional related works that focus on the category information of
Wikipedia. [148] extract a dataset based on Wikipedia article or category titles as well as the relations between categories and pages ("WikiNet"), but they do not empirically validate the usefulness of the dataset. In a similarly non-empirical vein, [234] analyze the differences between the graphs from WordNet and the ones from Wikipedia categories. Instead, we address the empirical benefits of leveraging the category information in the modern setting of pretrained text representations.

2.6 Entity Representations

Chapter 5 describes our work on learning good entity representations. This section reviews the previous work on learning entity representations.

Entity linking/disambiguation. Entity linking is a fundamental task in information extraction with a wealth of literature [70, 66, 117, 81, 58, 102, 134]. The goal of this task is to map a mention in context to the corresponding entity in a database. A natural approach is to learn entity representations that enable this mapping. Recent works focused on learning a fixed embedding for each entity using Wikipedia hyperlinks [224, 61, 103]. [67] additionally train context and description embeddings jointly, but this mainly aims to improve the quality of the fixed entity embeddings rather than using the context and description embeddings directly; we find that their context and description encoders perform poorly on EntEval tasks.

A closely related concurrent work by [124] jointly encodes a mention in context and an entity description from Wikipedia to perform zero-shot entity linking. In contrast, here we seek to pretrain a general purpose entity representations that can function well either given or not given entity descriptions or mention contexts.

Other entity-related tasks involve entity typing [223, 145, 46, 173, 37, 154, 153] and coreference resolution [50, 221, 105, 217, 96].
Part of EntEval involves evaluating world knowledge about entities, relating them to fact checking [205, 215, 200, 230, 33], and commonsense learning [8, 22, 111, 140, 232, 202, 196, 233, 181, 176]. Another related line of work is to integrate entity-related knowledge into the training of language models [123, 237, 193].

Knowledge in contextualized word representations. Recent work has sought to evaluate the knowledge acquired by such models [182, 1, 15, 42, 40, 119]. In this work, we focus on evaluating their capabilities in modeling entities.

2.7 Sentence Representations

Chapter 6 talks about our work on incorporating discourse information into sentence representations.

Discourse modelling and discourse parsing have a rich history [132, 14, 239, 94, 85, 110, 216, 118, 115], much of it based on recovering linguistic annotations of discourse structure.

Several researchers have defined tasks related to discourse structure, including sentence ordering [34, 126, 43], sentence clustering [214], and disentangling textual threads [52, 53, 129, 138, 88, 100].

There is a great deal of prior work on pretrained representations [104, 98, 72, 219, 136, 60, 164, 125, 47, 198, 226, 122]. Skip-thought vectors form an effective architecture for general-purpose sentence embeddings. The model encodes a sentence to a vector representation, and then predicts the previous and next sentences in the discourse context. Since Skip-thought performs well in downstream evaluation tasks, we use this neighboring-sentence objective as a starting point for our models.

There is also work on incorporating discourse related objectives into the training of sentence representations. [83] propose binary sentence ordering, conjunction prediction (requiring manually-defined conjunction groups), and next sentence prediction. Similarly, [185]
and [150] create training datasets automatically based on discourse relations provided in the Penn Discourse Treebank (PDTB; 116).

Our work differs from prior work in that we propose a general-purpose pretrained sentence embedding evaluation suite that covers multiple aspects of discourse knowledge and we propose novel training signals based on document structure, including sentence position and section titles, without requiring additional human annotation.

2.8 Summary

This chapter reviews the previous work related to this thesis. They cover text representation learning, weakly supervised text classification, entity representations, sentence representations, and
CHAPTER 3
TEXT CLASSIFICATION WITH WIKICAT

This chapter describes our work on building general purpose topical text classification models.

3.1 Introduction

We propose to use Wikipedia documents with their corresponding categories as training resources, and build a model that can be applied to any text topic classification tasks without training on data from downstream tasks. Our approach is to train a scoring function that assigns a score to each potential document-category pair, and text classification becomes a ranking task.

The goal of weakly supervised (aka. “dataless”) text classification is to classify documents without a priori knowledge of target labels. It has the obvious advantage over standard supervised approaches of being label-agnostic: a single model can be used for different labels without re-training. But the performance of weakly supervised classifiers is often significantly behind that of supervised models, limiting their usefulness.

Previous works focus on restricted domains such as medical text [144, 179], leverage additional information such as semantic knowledge graphs [235], or carefully exploit weak supervision such as class keywords [139] to achieve satisfactory performance. However, they suffer from a limited scope, a need for nontrivial extra supervision that is difficult to obtain in a large amount, and rather complicated methodologies.

Instead, we consider a more practical setting: is there a readily available resource that we can use to obtain a simple model that can robustly handle a wide range of open-domain topics? Our primary contribution is a new dataset, WIKICAT, and a set of effective weakly supervised models that serve as strong baselines on this dataset for future studies. WIKICAT
Israeli ambassador calls peace conference idea ‘counterproductive’.

A broad international peace conference that has reportedly been suggested by Egypt could be “counterproductive” and shouldn’t be discussed until after ...

**wikicat**

- invasions, diplomats, peace, diplomacy, environmentalism, Egypt, patriotism ...

**AGNews**

- international, sports, science, technology, business.

Table 3.1: An instance of weakly supervised topic classification from AGNews, the highest scoring categories from WIKICAT, and ranked AGNEWS categories (true class in bold).

is constructed from Wikipedia articles manually tagged with over a million fine-grained categories. We train models on WIKICAT to compute similarity between any document-category pair. As a result, they can be used as off-the-shelf classifiers that produce interpretable and relevant Wikipedia topics for any document. They can also be effortlessly ported to a specific topic classification task and categorize documents under the labels of the task. Table 3.1 illustrates the use of our model on a document from AGNEWS.

Our work builds on previous approaches to weakly supervised text classification and is also significantly different in various ways. Unlike generic representations such as Explicit Semantic Analysis (ESA) [26, 59], we explicitly introduce a surrogate training task for neural models (fine-grained distinction of Wikipedia articles) that faithfully approximates the end goal of text classification. Our scale is much larger than the small dataset-specific experiments in [231], and we do not require additional supervision at test time such as seed words as in topic modeling approaches [109, 35].

We propose a standardized benchmark for evaluating weakly supervised text classification with a choice of datasets, label descriptions for each dataset, and baseline results. We show that our WIKICAT models outperform the classic ESA approach and also recent models
such as GloVe [162], ELMo [168], and BERT [47]. We analyze the gap between weakly supervised and supervised models and show that the mistakes of our models are reasonable and humanlike.

### 3.2 Task and Evaluations

The task of weakly supervised text classification is to classify documents into categories that are unseen at the training stage. We generalize this task setting by allowing methods to use any freely available data resources such as Wikipedia and its category information, as long as we do not use a training set that follows the same distribution as the test set. This setting is referred to using several different terms, including dataless classification [26], transfer learning [156], distant supervision [142], and weakly-supervised learning [238].

Our goal is to develop methods that are capable of scoring any candidate topical class label for any document. To evaluate a method, we take the test sets of standard document classification tasks, use the method to score each label from the set of possible labels for that task, and return the label with the highest score. Therefore, for a given document classification task, we need to specify the name of each label for the scoring function. The choice of label names can have a large impact on weakly supervised performance. As in prior work [26, 190], we manually choose words corresponding to labels in the downstream tasks. All weakly supervised methods use the same label names which are provided in the appendix.

As our choice of text classification tasks, we use the AGNews,\(^1\) DBpedia [106], and Yahoo topic classification tasks [236] and the NYT\textsc{imes} multi-label classification dataset [180]. Many supervised methods have been developed for these tasks [236, 92, 91, 211, 212]. The NYT\textsc{imes} categories have hierarchical structure, but we merely use the category names from

\(^1\)https://www.di.unipi.it/~gulli/AG_corpus_of_news_articles.html
Table 3.2: Statistics of datasets used in our weakly supervised text classification experiments.

the lowest level. We removed newspaper-specific categories that are not topical in nature. Of the remaining 2295 categories, we only use the 100 most frequent categories in our experiments, and randomly sample 1 million documents for the training set, 10k for a dev set, and 10k as a test set. Table 3.2 summarizes the key statistics of each dataset, including the average number of sentences, average number of words, and average sentence length.

### 3.3 Models

We use wikicat as training data to build topic classification models. We experiment with two kinds of models, either trained from scratch or fine-tuned from pretrained models.

#### 3.3.1 Train from scratch

We now describe models for weakly supervised document classification that we train on wikicat. Given any document $d$ and a category $c$, each model defines the probability that $(d, c)$ is a correct document-category pair by

$$p(1 \mid d, c; \theta) := \sigma((v^d)^\top U_1 v^c + b_1)$$

---

2. *opinion, paid death notices, front page*, and *op-ed*

3. Train/dev sets are only used for the supervised baselines.
where \( v^d, v^c \in \mathbb{R}^E \) are vector representations of \((d, c)\) and \(\sigma\) is the sigmoid function. We write \(\theta\) to collectively denote trainable model parameters: those used in computing \(v^d\) and \(v^c\) and also \(U_1 \in \mathbb{R}^{E \times E}, b_1 \in \mathbb{R}\). The model is trained by negative sampling: given a document \(d\) in WIKICAT (with multiple correct categories), we sample correct categories \(c_1^+ \ldots c_i^+\) and \(k\) incorrect categories \(c_1^- \ldots c_k^-\) uniformly at random and take a gradient step on

\[
\sum_{i=1}^l \log p(1 \mid d, c_i^+; \theta) + \sum_{i=1}^k \log(1 - p(1 \mid d, c_i^-; \theta))
\]

Once the model is trained, we can perform weakly supervised classification by predicting the argmax over a dataset-specific set of categories.

A document \(d = (d_1 \ldots d_m)\) consists of \(m\) sentences \(d_i\), whereas a category \(c\) consists of a single word sequence. In all models we compute

\[
\begin{align*}
v^c &= \text{cat}(c) \\
v^c_i &= \text{sent}(d_i, v^c) \\
v^d &= \text{doc}(v^d_1 \ldots v^d_m, v^c)
\end{align*}
\]

where each boldfaced function denotes a layer with its own set of parameters. The category embedding \(v^c\) is viewed as an optional argument in the document layers: we will omit the argument when it is not used.

We consider the three models below:

**WeightAVG:** Let \(v^w \in \mathbb{R}^E\) denote the embedding of word type \(w\). Define a weighted averaging operation over vectors \(v_1 \ldots v_m\) by \(F_{u, a}(v_1 \ldots v_m) = \sum_{i=1}^m \alpha_i v_i\) where \(\alpha_i \propto \exp(u^\top v_i + a)\) and \((u, a)\) are learned. Our first model WeightAVG ties \(\text{cat} = \text{sent}\) and

\[
\begin{align*}
\end{align*}
\]
defines

\[
\text{sent}(w_1 \ldots w_n) = F_{u,a}(v^{w_1} \ldots v^{w_n})
\]

\[
\text{doc}(v^d_1 \ldots v^d_m) = F_{u',a'}(v^d_1 \ldots v^d_1)
\]

**WeightLSTM:** Let BiL\(\phi\) denote a bidirectional LSTM layer with input/output dimension \(E\) and parameter \(\phi\). Our second model WeightLSTM ties \(\text{cat} = \text{sent}\) and defines

\[
\text{sent}(w_1 \ldots w_n) = F_{u,a}(\text{BiL}_\phi(v^{w_1} \ldots v^{w_n}))
\]

\[
\text{doc}(v^d_1 \ldots v^d_m) = F_{u',a'}(\text{BiL}_\psi(v^d_1 \ldots v^d_1))
\]

**CatAttn:** Our final model CatAttn uses the same category encoder in WeightLSTM to compute \(v^c\). Then it uses \(v^c\) to compute attention weights over words and sentences as follows:

\[
\text{sent}(w_1 \ldots w_n, v^c) = \sum_{i=1}^{n} \beta_i v^{w_i}
\]

\[
\text{doc}(v^d_1 \ldots v^d_m, v^c) = \sum_{i=1}^{m} \gamma_i v^d_i
\]

where \(\beta_i \propto \exp(v^{w_i} \cdot \tanh(U_2 v^c + b_2))\) and \(\gamma_i \propto \exp(v^d_i \cdot \tanh(U_3 v^c + b_3))\) for additional parameters \((U_2, U_3)\) and \((b_2, b_3)\).

### 3.3.2 Pretrained models

We also experiment with pretrained models. In particular, we consider BERT [47]. Using wikicat as training resources, we concatenate categories with the documents, separated and ended with [SEP], and started with [CLS]. The text is encoded by the BERT model and we take the encoded representation of the [CLS] token as the text representation. It is
then transformed by a linear layer and trained with the same cross entropy loss as described before.

We also try the GPT2 [175] model. For each document \( d \) with a category \( c \), we construct a sentence as follows. “The following text is about \( c: d \)”. The GPT2 model is then fine-tuned on this constructed dataset as a language model. At inference time, we construct such statements for each sentence and candidate label pair, and predict the label with the lowest average loss per token. Note that with the GPT2 model, we only train on positive categories but not negative ones.

### 3.4 Experiments

#### 3.4.1 Preprocessing and Experimental Setup

The documents and category phrases are split into sentences and tokenized using NLTK [128]. We only use the first 20 sentences per document, and each sentence is truncated to at most 30 words. Stopwords\(^4\) are removed from documents in both training and evaluation. Numbers in the text are replaced by \(<\text{num}>\). The vocabulary is set to the 50,000 most frequent lowercased words from pretrained GloVe (840B, 300 dimension) embeddings [162]. Unknown words are replaced by \(<\text{unk}>\). We remove punctuation from categories. Both documents and category names are lowercased. The WIKICAT dataset and experimental code can be found at https://github.com/ZeweiChu/WIKICAT-classification.

#### 3.4.2 Baselines

We use several weakly supervised document classification baselines, including random and most-frequent baselines. For NYTimes, these baselines choose \( n \) categories where \( n \) is the

\(^4\) We use the same stopword list as ESA, which can be found at github.com/CogComp/cogcomp-nlp/tree/master/dataless-classifier
average number of labels per instance in the test set. All the following baselines embed the
document and label embeddings by the same encoder, normalize the embeddings, and return
the label with the highest cosine similarity with the document. We evaluate a baseline that
uses fixed GloVe (840B, 300-dimension) word embeddings, computing document and label
embeddings using hierarchical word averaging. We also compare to FastSent \cite{73}. Using their
code, we train 300-dimensional sentence embeddings on the Toronto Books Corpus \cite{240}.

We also evaluate ELMo \cite{168} and BERT \cite{47} baselines. For ELMo, both the document
and label name are encoded, where we average the three ELMo layers and average over
positions.

As it is zero shot learning, we do not fine-tune any models, including BERT. We use
BERT as a text encoder to encode both the documents and category names. We compute
BERT-base-uncased sentence and label embeddings by averaging 12 layers of [CLS] token
embeddings. We call it BERT CLS AVG. We also tried averaging the last layer of BERT
positions (including [CLS] and [SEP]) as document and label representations. We name this
method BERT LAST AVG. We also tried averaging all positions of all layers from BERT
encodings (including [CLS] and [SEP]). We name it BERT ALL AVG. Note that we use
BERT differently from the traditional method of fine-tuning the concatenation of text and
class labels.

Our final weakly supervised baseline is Explicit Semantic Analysis (ESA), for which
we use their provided code.\cite{5} We followed the methods of dataless classification from \cite{26}.
Instead of setting a threshold on the number of concepts as in prior work, we use all Wikipedia
concepts as we find this improves ESA’s performance.

We also compare to supervised results from the literature, as well as two supervised
models that we train ourselves. We encode each document by WEIGHTAVG but use GloVe
embeddings as the word embeddings, then train a logistic regression classifier for each dataset

\footnote{\url{github.com/CogComp/cogcomp-nlp/tree/master/dataless-classifier}}
using its standard training set while keeping the embeddings fixed. We call this “GloVe + LR”. We also train the CatAttn model in the supervised setting, where the model is trained on the binary classification task of distinguishing whether a document belongs to a class or not.

To provide perspective on the difficulty of the weakly supervised setting, we obtained annotations from human annotators involved in this research project on 60 instances from AGNews, 50 from DBpedia, and 100 from Yahoo. We showed annotators instances and the set of class labels and asked them to choose a single category without the ability to look at any training examples.

### 3.4.3 Evaluation

We report classification accuracy for AGNews, DBpedia, and Yahoo. As some labels of AGNews and Yahoo are combinations of two categories, we split them and an instance belonging to that label is correctly classified if it is predicted to be either one of them. For NYTimes, we use label ranking average precision (LRAP) because it is a multi-label classification task:

\[
LRAP(y, \hat{f}) = \frac{1}{n} \sum_{i=0}^{n-1} \frac{1}{\|y_i\|_0} \sum_{j:y_{ij}=1} \frac{|\ell_{ij}|}{\text{rank}_{ij}}
\]

where \(\hat{f}\) are prediction scores, \(y\) are ground truth labels, \(n\) is the # samples, \(\ell_{ij} = \{k : y_{ik} = 1, \hat{f}_{ik} \geq \hat{f}_{ij}\}\), and \(\text{rank}_{ij} = |\{k : \hat{f}_{ik} \geq \hat{f}_{ij}\}|\).

### 3.4.4 Primary Results

Table 3.3 summarizes the results. On average, our Wikicat trained neural models outperform the baseline weakly supervised methods across the four tasks. WeightAVG is the

---

6. e.g., science & technology, society & culture
best among our three models when we average over the four tasks, suggesting it is a simple but robust model for weakly supervised text classification.

We observe large performance gaps between our wikicat-trained models and other weakly supervised methods on DBPEDIA, which is unsurprising since DBPEDIA is created from Wikipedia. AGNEWS and NYTIMES contain news text, and YAHOO contains web text, both of which differ from the domain of our wikicat training data, but we also typically outperform most weakly supervised baselines on these datasets as well.

Among the baselines, ESA performs significantly better than the other methods on average, though ELMo performs better on AGNEWS. ELMo AVG performs better on these tasks than all BERT models tested. This is consistent with the observation from [170] that BERT is better when fine-tuned for the task of interest, while ELMo is effective even without fine-tuning.

The state-of-the-art models with supervised training data outperform our wikicat trained neural models. That leaves room for further improvement with weakly supervised methods.

### 3.4.5 Category Splitting

Sometimes a category is a combination of multiple categories. For instance, “Science & Technology” from AGNEWS can be split into two categories, “Science” and “Technology”. We find it beneficial to split such cases in our weakly supervised text classification settings.

Table 3.4 compares the performance of splitting vs. not splitting on AGNEWS and YAHOO. In most cases, the models benefit from classifying finer-grained categories after splitting. This is especially true for AGNEWS. YAHOO labels are from online forum categories so there is more noise in the ground truth labels. We find the impact of splitting category names in YAHOO to be more complex.
<table>
<thead>
<tr>
<th></th>
<th>AG</th>
<th>DBP</th>
<th>YAHOO</th>
<th>NYT</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baselines</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random</td>
<td>25.0</td>
<td>7.1</td>
<td>10.0</td>
<td>4.4</td>
<td>11.6</td>
</tr>
<tr>
<td>Most frequent</td>
<td>25.0</td>
<td>7.1</td>
<td>10.0</td>
<td>14.2</td>
<td>14.1</td>
</tr>
<tr>
<td>GloVe</td>
<td>31.6</td>
<td>40.3</td>
<td>33.6</td>
<td>10.9</td>
<td>29.1</td>
</tr>
<tr>
<td>FastSent</td>
<td>45.4</td>
<td>46.7</td>
<td>31.2</td>
<td>14.1</td>
<td>34.3</td>
</tr>
<tr>
<td>ESA</td>
<td>71.9</td>
<td>62.5</td>
<td>39.6</td>
<td>25.1</td>
<td>49.8</td>
</tr>
<tr>
<td>BERT CLS AVG</td>
<td>25.0</td>
<td>9.1</td>
<td>10.0</td>
<td>11.2</td>
<td>13.8</td>
</tr>
<tr>
<td>BERT LAST AVG</td>
<td>30.2</td>
<td>30.0</td>
<td>19.0</td>
<td>9.1</td>
<td>22.1</td>
</tr>
<tr>
<td>BERT ALL AVG</td>
<td>37.3</td>
<td>36.5</td>
<td>24.2</td>
<td>8.5</td>
<td>26.6</td>
</tr>
<tr>
<td>ELMo AVG</td>
<td>72.7</td>
<td>59.4</td>
<td>30.2</td>
<td>15.1</td>
<td>44.3</td>
</tr>
<tr>
<td><strong>wikicat-trained models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WEIGHTAVG</td>
<td>74.2</td>
<td>73.4</td>
<td>46.1</td>
<td>36.7</td>
<td>57.6</td>
</tr>
<tr>
<td>WEIGHTLSTM</td>
<td><strong>75.8</strong></td>
<td>74.0</td>
<td>45.9</td>
<td>22.4</td>
<td>54.5</td>
</tr>
<tr>
<td>CATATTN</td>
<td>71.2</td>
<td>66.7</td>
<td><strong>47.1</strong></td>
<td>32.3</td>
<td>54.3</td>
</tr>
<tr>
<td>BERT</td>
<td>70.3</td>
<td><strong>84</strong></td>
<td>46.7</td>
<td><strong>40.7</strong></td>
<td><strong>60.4</strong></td>
</tr>
<tr>
<td>GPT2</td>
<td>56.2</td>
<td>39.4</td>
<td>28</td>
<td>4.0</td>
<td>31.9</td>
</tr>
<tr>
<td><strong>Supervised models</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GloVe + LR</td>
<td>87.6</td>
<td>93.5</td>
<td>65.6</td>
<td>71.9</td>
<td>79.6</td>
</tr>
<tr>
<td>CATATTN</td>
<td>91.0</td>
<td>97.5</td>
<td>70.7</td>
<td>64.6</td>
<td>81.0</td>
</tr>
<tr>
<td>ngrams TFIDF</td>
<td>92.4</td>
<td>98.7</td>
<td>68.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ULMFiT</td>
<td>95.0</td>
<td>99.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DPCNN</td>
<td>93.1</td>
<td>99.1</td>
<td>76.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LEAM</td>
<td>92.5</td>
<td>99.0</td>
<td>77.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>Human</strong></td>
<td>83.8</td>
<td>88.2</td>
<td>75.0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.3: Accuracy on AGNews, DBpedia, and Yahoo, and LRAP on the NYT Times dataset. TFIDF is from [236], ULMFiT is from [79], DPCNN is from [92], and LEAM is from [211]. Wikicat trained weakly supervised models are based on the dataset with no category edges. The best weakly supervised performance is shown in boldface.

<table>
<thead>
<tr>
<th></th>
<th>AGNews</th>
<th>YAHOO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>split</td>
<td>non-split</td>
</tr>
<tr>
<td>BERT ALL AVG</td>
<td>37.3</td>
<td>35.3</td>
</tr>
<tr>
<td>ELMo AVG</td>
<td>72.7</td>
<td>73.3</td>
</tr>
<tr>
<td>ESA</td>
<td>71.9</td>
<td>71.2</td>
</tr>
<tr>
<td>WEIGHTAVG</td>
<td>74.2</td>
<td>68.8</td>
</tr>
<tr>
<td>WEIGHTLSTM</td>
<td>75.8</td>
<td>69.1</td>
</tr>
<tr>
<td>CATATTN</td>
<td>71.2</td>
<td>65.4</td>
</tr>
</tbody>
</table>

Table 3.4: Splitting vs. not splitting category names.
Table 3.5: Results using various numbers of edges in the Wikipedia category graph.

3.4.6 Wikipedia Category Graph Expansion in WIKICAT

In Table 3.3, all WIKICAT-trained models are trained on immediate category names from the WIKICAT dataset. Since Wikipedia provides a category graph, we also experiment with training on categories that are one or two edges away from the immediate categories in the graph.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Document</th>
<th>Ground Truth</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGNews</td>
<td>“A Fair Tax”, “Some say a “fair tax” that removes the need to file tax returns from the vast majority of the citizenry is a national sales tax. This doesn’t seem to be very fair to people trying to feed, house and clothe themselves and seems to ...”</td>
<td>science technology</td>
<td>business</td>
</tr>
<tr>
<td>Yahoo</td>
<td>“Why are so many people OBSESSED with movies stars and their lives? (Why did Brad and Jenn break up? )?”,”Who cares!! lol Am I just too old to care about these things? I don’t even KNOW these people- why would I care about what ...”</td>
<td>business finance</td>
<td>society culture</td>
</tr>
<tr>
<td>Yahoo</td>
<td>“Do you believe in abortion?”, “Are you pro-life, pro-choice, or both?”,”Only in the cases where the abortion is absolutely called for. You know, in cases where the child is determined (pre-natally) to be severely deformed, or severely retarded, ...”</td>
<td>politics government</td>
<td>society culture</td>
</tr>
<tr>
<td>DBpedia</td>
<td>“Ouanoukrim”, “Ouanoukrim (also Ouenkrim) is a mountain in Morocco located south of Marrakesh. It has two summits Timzguida (4089 m or 13415 ft) and Ras Ouanoukrim (4083 m or 13396 ft) which are the second and third highest peaks ...”</td>
<td>nature</td>
<td>village</td>
</tr>
<tr>
<td>DBpedia</td>
<td>“Night Below”, “Night Below: An Underdark Campaign often known simply as Night Below is a boxed set for the second edition of the Advanced Dungeons &amp; Dragons fantasy role-playing game. The set with the product code TSR 1125 ...”</td>
<td>written work</td>
<td>company</td>
</tr>
</tbody>
</table>

Table 3.6: Examples of errors made by the CatAttn model.
25%  50%

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>KG4ZeroShot</td>
<td>40.2</td>
<td>19.7</td>
</tr>
<tr>
<td>WeightAVG</td>
<td>73.4</td>
<td>75.4</td>
</tr>
</tbody>
</table>

Table 3.7: Comparing WeightAVG performance on unseen classes with [235] on the DBPEDIA dataset.

The results are shown in Table 3.5. We observe that models trained on immediate categories perform better on DBPEDIA and YAHOO, while models trained additionally on more distant categories achieve better performance on AGNEWS. We hypothesize that this is due to the fact that categories in AGNEWS are more coarse-grained (e.g., “sports” and “business”) while categories in DBPEDIA and YAHOO are more fine-grained. Our version of the NYTIMES dataset contains 100 labels, including both coarse-grained and fine-grained labels, which is likely why we see more balanced results across the number of edges used.

3.4.7 Other Weakly Supervised Methods

Table 3.7 compares our WIKICAT-trained WeightAVG model with the weakly supervised results of [235]. Our setting of training on the WIKICAT dataset and evaluating on the downstream tasks is different from their setting. However, we can still compare our results on the unseen classes\(^7\) of the DBPEDIA dataset to their reported results. The percentage of seen categories affects their model performance. By leveraging the category information from WIKICAT, we observe a huge gain compared to their results.

\(^7\) https://github.com/JingqingZ/KG4ZeroShotText/blob/master/data/zhang15/dbpedia_csv/dbpedia_random_group_0.25.txt and https://github.com/JingqingZ/KG4ZeroShotText/blob/master/data/zhang15/dbpedia_csv/dbpedia_random_group_0.5.txt
3.5 Analysis

Supervised vs Weakly supervised. We see that supervised models still outperform weakly supervised models by a substantial margin despite the improvement from our new dataset and models. For example, our WEIGHTLSTM model obtains 75.8 on AGNews whereas a supervised classifier obtains 95.0. Thus from the numbers it is not obvious whether weakly supervised learning is practical. However, note that human annotators also perform much worse than supervised models. This indicates that a significant component of the supervision consists of learning the exact meaning of each label from the dataset creator. The gap between supervised and weakly supervised performance is therefore partly the former’s modeling of the quirks and noise in dataset-specific label definitions.

We argue that weakly supervised models trained on the WIKICAT dataset make “reasonable” mistakes even though they do not achieve the (artificially high) performance of supervised methods.

Common errors. Upon analysis of the confusion matrix of the CATATTN model on AGNEWS, DBPEDIA, and YAHOO, we observe the following common misclassification instances (see the appendix for more details):

- In AGNEWS, science & technology is often misclassified as business.

- In DBPEDIA, nature is misclassified as village; transportation and written work are misclassified as company.

- In YAHOO, family, politics & government, health & reference, business & finance and entertainment & music are often misclassified as society & culture.

Table 3.6 shows some errors made by the CATATTN model on AGNEWS, DBPEDIA, and YAHOO.
The CATATTN model confuses closely related categories, but it rarely makes mistakes between clearly unrelated concepts. We find that human errors follow the same pattern: they mostly consist of closely related categories similar to ones confusing CATATTN. This suggests that the CATATTN model trained on WIKICAT is effective at classifying documents into coarse-grained categories, but fine-grained categorization may require annotated training data specific to the task of interest.

3.6 Summary

In this chapter, we described a practical approach to building a general-purpose document topic classifier by leveraging Wikipedia articles labeled with over a million categories. Our models outperform many baselines on weakly supervised text classification across four datasets, including methods shown to be highly effective in weakly supervised settings. We will release the WIKICAT dataset, our code for running experiments and for evaluation, and our best pretrained model. Our model not only handles any label set but also supplies a myriad of interpretable categories for a document off-the-shelf. We believe it can be a useful tool for applications in natural language processing, information retrieval, and text mining.
CHAPTER 4

NATURAL LANGUAGE INFERENCE WITH WIKIPEDIA

CATEGORY STRUCTURES

This chapter describes our work on mining knowledge for natural language inference from Wikipedia category structures.

4.1 Introduction

Learning concept hierarchies, such as lexical entailment or natural language inference, has been an important area in natural language processing. Researchers typically use external knowledge bases like WordNet [56], FrameNet [9], or Wikidata [206] or resort to large-scale human-annotated datasets [22, 220, 151]. However, acquiring these resources generally requires expensive human annotations. In this work, we are interested in automatically generating a large-scale dataset from Wikipedia categories that can benefit model performance on both NLI and LE tasks.

We take advantage of the naturally-annotated Wikipedia category graph, where we observe that most of the parent-child category pairs are entailment relationships, i.e., a child category entails a parent category. More importantly, compared to WordNet and Wikidata, the Wikipedia category graph has more fine-grained connections, which could be helpful for training models. Inspired by this observation, we construct WikiNLI by automatic filtering from the Wikipedia category graph. The dataset has 433,899 pairs of phrases and contains three categories, each of which corresponds to a relationship in NLI.

To empirically demonstrate the usefulness of WikiNLI, we pretrain BERT and RoBERTa on WikiNLI, WordNet, and Wikidata, before finetuning on various LE and NLI tasks. Our experimental results show that WikiNLI gives the best performance averaging over 10 tasks, and more importantly, the benefit can generalize to multiple models.
We perform an in-depth analysis of approaches to handling the Wikipedia category graph and the effects of pretraining with WikiNLI and other data sources under different configurations. We find that WikiNLI brings consistent improvements in a low resource NLI setting where there are limited amounts of training data, and the improvements plateau as the number of training instances increases; more WikiNLI instances for pretraining are beneficial for downstream finetuning tasks with pretraining on a fourway variant of WikiNLI showing more significant gains for the task requiring higher-level conceptual knowledge; WikiNLI also introduces additional knowledge related to lexical relations benefiting finer-grained LE and NLI tasks; relatively higher levels of knowledge from WikiNLI have more potential of enhancing the performance of NLI systems.

We also construct WikiSentNLI using hyperlinks from Wikipedia for evaluating the effect of including sentential context from Wikipedia category pairs. With a straightforward modification on Wikipedia by including the lowest levels of WikiNLI categories, it achieves promising results.

### 4.2 WikiNLI

We now describe how the WikiNLI dataset is constructed from Wikipedia and its principal characteristics. Each Wikipedia article is associated with crowd-sourced categories that correspond to topics or concepts covered by that article. Wikipedia organizes these categories into a directed graph that models their hierarchical relations. For instance, the category “Days” is a parent node of the category “Holidays” in this graph. The central observation
underlying WikiNLI is that this category hierarchy resembles the concept hierarchies and ontologies found in knowledge bases, such as Wikidata and WordNet.

While there are similarities between the three resources, the Wikipedia category hierarchy contains more diverse connections between parent and child concepts. Figure 4.1 shows an example category “New Year’s Eve” and its ancestors under these resources. All resources include a path that corresponds to the generalization of New Year’s Eve as a regular day, but Wikipedia additionally includes a path that corresponds to the generalization as celebration or entertainment. Thus the Wikipedia hierarchy provides more abstract and fine-grained generalization that can be useful for NLI tasks. In this example, the common-sense knowledge that New Year’s Eve implies entertainment is only directly captured by the Wikipedia hierarchy.

WikiNLI is a dataset of category pairs extracted from this Wikipedia hierarchy to be used as a useful auxiliary task for pretraining NLI models. Specifically, WikiNLI contains three types of category pairs based on their relations in the Wikipedia hierarchy: child-parent (“child”), parent-child (“parent”), and other pairs (“neutral”). The motivation is that child-parent resembles entailment; parent-child resembles reverse entailment; and other pairs resemble a neutral relationship. We find that this simple definition of relations is effective in practice; we also report an exploration with other types of relations such as siblings in experiments.

Table 4.1 shows examples from WikiNLI that illustrate the diverse set of relations they address. They include conventional knowledge base entries such as “Bone fractures” being a type of “Injuries” and “Chemical accident” being a type of “Pollution”. They also include relations that are more fine-grained than those typically found in knowledge bases. For instance, “Pakistan” is a child of “South Asian countries”; in contrast, it is a child of “Country” as in Wikidata. They include a large set of hyponym-hypernym relations often in pairs that differ by one or two words (e.g., “Cantonese music” and “Cantonese culture”);
<table>
<thead>
<tr>
<th>Category 1</th>
<th>Category 2</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injuries</td>
<td>Bone fractures</td>
<td>P</td>
</tr>
<tr>
<td>Chemical accident</td>
<td>Pollution</td>
<td>C</td>
</tr>
<tr>
<td>Armenian sportspeople</td>
<td>Curacao male actors</td>
<td>N</td>
</tr>
<tr>
<td>Argentine design</td>
<td>Nigerian inventions</td>
<td>N</td>
</tr>
<tr>
<td>Cantonese music</td>
<td>Cantonese culture</td>
<td>C</td>
</tr>
<tr>
<td>Medieval Anatolia</td>
<td>Early Turkish Anatolia</td>
<td>P</td>
</tr>
<tr>
<td>Learned societies</td>
<td>Academic organizations</td>
<td>C</td>
</tr>
<tr>
<td>South Asian countries</td>
<td>Pakistan</td>
<td>P</td>
</tr>
</tbody>
</table>

Table 4.1: Examples from WikiNLI. C = child; P = parent; N = neutral.

their coverage is extensive and includes relations involving rare words such as “Early Turkish Anatolia” and “Medieval Anatolia”.

More details of constructing WikiNLI are as follows. We use the tables “categorylinks” and “page”: these two pages provide category pairs in which one category is the parent of the other. We use all direct category relations. To eliminate trivial pairs, we remove pairs where either is a substring of the other. To construct neutral pairs, we randomly sample two categories where neither category is the ancestor of the other in the category graph. To make neutral pairs more “related” (so that they are harder to discriminate from direct relations), we encode both categories into continuous vectors using ELMo [165] (averaging its three layers over all positions) and compute the cosine similarities between pairs. We pick the top-ranked pairs as neutral pairs in WikiNLI. After the above processing, we remove categories longer than 50 characters\(^1\) and those containing certain keywords.\(^2\) We ensure the dataset is balanced, and the final dataset has 433,899 pairs.

For the following experiments, unless otherwise specified, we only use 100,000 samples from WikiNLI as training data and 5,000 as the development set due to computational constraints. We will release the full WikiNLI dataset upon publication.

---

1. We experimented with removing this 50-character limitation but did not see much difference in the experimental results.

2. all digits, ,, !, ?, of, at, in, by, from, to, about, stubs, lists.
### Dataset Statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#train</th>
<th>#dev</th>
<th>#test</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNLI</td>
<td>3000</td>
<td>9815</td>
<td>9796</td>
</tr>
<tr>
<td>RTE</td>
<td>2490</td>
<td>277</td>
<td>3000</td>
</tr>
<tr>
<td>PPDB</td>
<td>13904</td>
<td>4633</td>
<td>4641</td>
</tr>
<tr>
<td>Break</td>
<td>-</td>
<td>-</td>
<td>8193</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#train</th>
<th>#dev</th>
<th>#test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural Language Inference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RTE</td>
<td>2490</td>
<td>277</td>
<td>3000</td>
</tr>
<tr>
<td>PPDB</td>
<td>13904</td>
<td>4633</td>
<td>4641</td>
</tr>
<tr>
<td>Break</td>
<td>-</td>
<td>-</td>
<td>8193</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#train</th>
<th>#dev</th>
<th>#test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Entailment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2010</td>
<td>739</td>
<td>82</td>
<td>621</td>
</tr>
<tr>
<td>B2011</td>
<td>3225</td>
<td>358</td>
<td>3650</td>
</tr>
<tr>
<td>B2012</td>
<td>791</td>
<td>87</td>
<td>536</td>
</tr>
<tr>
<td>T2014</td>
<td>539</td>
<td>59</td>
<td>507</td>
</tr>
<tr>
<td>L2014</td>
<td>2932</td>
<td>325</td>
<td>2985</td>
</tr>
<tr>
<td>HypeNet</td>
<td>20334</td>
<td>1350</td>
<td>6610</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Dataset statistics.

### 4.3 Approach

To demonstrate the effectiveness of WikiNLI, we pretrain BERT and RoBERTa on WikiNLI and other resources, and then finetune them on several NLI and LE tasks. We assume that if a pretraining resource is better aligned with downstream tasks, it will lead to better downstream performance of the models pretrained on it.

#### 4.3.1 Training

Following [48], we use the concatenation of two texts as the input to BERT. Specifically, for a pair of input texts $x_1, x_2$, the input would be $[CLS]x_1[SEP]x_2[SEP]$. We use the encoded representations at the position of $[CLS]$ as the input to a two-layer classifier, and finetune the entire model.

We start with a pretrained BERT-Large or RoBERTa-large model and further pretrain it on different pretraining resources. After that, we finetune the model on the training sets for the downstream tasks, as we will elaborate on below.
4.3.2 Evaluation

Natural Language Inference

**MNLI.** The Multi-Genre Natural Language Inference (MNLI; 220) dataset is a human-annotated multi-domain NLI dataset. MNLI has three categories: entailment, contradiction, and neutral. Since the training split for this dataset has a large number of instances, models trained on it are capable of picking up information needed regardless of the quality of pretraining resources, which makes the effects of pretraining resources negligible. To better compare the impact of various pretraining resources, we simulate a low-resource scenario by randomly sampling 3,000 instances from the original training split as our new training set, but use the standard “matched” development and testing splits.

**RTE.** We evaluate models on the GLUE [208] version of the recognizing textual entailment (RTE) dataset [44, 11, 63, 16]. RTE is a binary task, focusing on identifying if a pair of input sentences has the entailment relation.

**PPDB.** We use the human-annotated phrase pair dataset from [160], which has 9 text pair relationship labels. The labels are: hyponym, hypernym, synonym, antonym, alternation, other-related, NA, independent, and none. We include this dataset for more fine-grained evaluation. Since there is no standard development or testing set for this dataset, we randomly sample 60%/20%/20% as our train/dev/test sets.

**Break.** [64] constructed a challenging NLI dataset called “Break” using external knowledge bases such as WordNet. Since sentence pairs in the dataset only differ by one or two words, similar to a pair of adversarial examples, it has broken many NLI systems.

Due to the fact that Break does not have a training split, we use the aforementioned sub-sampled MNLI training set as a training set for this dataset. We select the best performing
4.4 Experiments

4.4.1 Baselines

We consider three baselines for BERT, namely the original BERT model, BERT pretrained on WordNet, and BERT pretrained on Wikidata. We use one baseline for RoBERTa: the original RoBERTa model.

WordNet. WordNet is a widely-used lexical knowledge base, where words or phrases are connected by several lexical relations. We consider direct hyponym-hypernym relations available from WordNet, resulting in 74,645 pairs.
**Wikidata.** Wikidata is a database that stores items and relations between these items. Unlike WordNet, Wikidata consists of items beyond word types and commonly seen phrases, offering more diverse domains similar to WikiNLI. The available conceptual relations in Wikidata are: “subclass of” and “instance of”. In this work, we consider the “subclass of” relation in Wikidata because (1) it is the most similar relation to category hierarchies from Wikipedia; (2) the relation “instance of” typically involves more detailed information, which is found less useful empirically (see Sec. 4.5.2 for details). The filtered data has 2,871,194 pairs.

We create training sets from both WordNet and Wikidata following the same procedures used to create WikiNLI. All three datasets are constructed from their corresponding parent-child relationship pairs. Neutral pairs are first randomly sampled from non-ancestor-descendant relationships and then keep top ranked pairs by cosine similarities of ELMo embeddings. We also ensure these datasets are balanced among the three classes.

### 4.4.2 Setup

For all the experiments, we used the Hugging Face implementation [222]. When finetuning or pretraining BERT-Large models, we mostly follow the hyperparameters suggested by [48]. Specifically, during pretraining, we use a batch size of 32, a learning rate of 2e-5, and a maximum sequence length of 40, 3 training epochs, whereas during finetuning we switch to use 8 as batch size due to memory constraints. When finetuning or pretraining RoBERTa-large, we did extra hyperparameter searching by adopting some of hyperparameters recommended from [122]. We use 10% training steps for learning rate warmup, 1e-5 for learning rate, and a maximum sequence length of 40, and train models for 3 epochs.³

For both models, we use development sets for model selection during pretraining. During downstream evaluations, we use a maximum sequence length of 128 for datasets involving

---

³. We choose this set of hyperparameters due to computational constraints. Our finetuned RoBERTa achieves 82.3% accuracy on RTE development set, which is lower than the 86.6% accuracy reported in [122].
<table>
<thead>
<tr>
<th></th>
<th>MNLI</th>
<th>RTE</th>
<th>PPDB</th>
<th>Break</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threeway</td>
<td>75.6</td>
<td>74.4</td>
<td>71.2</td>
<td>85.7</td>
<td>76.7</td>
</tr>
<tr>
<td>Fourway</td>
<td>75.6</td>
<td>74.0</td>
<td>69.8</td>
<td>86.9</td>
<td>76.6</td>
</tr>
<tr>
<td>Binary (C vs. R)</td>
<td>75.1</td>
<td>72.6</td>
<td>70.5</td>
<td>81.7</td>
<td>75.0</td>
</tr>
<tr>
<td>Binary (C/P vs. R)</td>
<td>74.3</td>
<td>72.2</td>
<td>69.8</td>
<td>80.5</td>
<td>74.3</td>
</tr>
</tbody>
</table>

Table 4.4: Comparing binary, threeway, and fourway classification for pretraining.

sentences. We perform early stopping based on task-specific development sets and report the test results for the best models. Due to the variance of performance of 24-layer transformer architectures, we report medians of 5 runs with a fixed set of random seeds for all of our experiments.

4.4.3 Results

The results are summarized in Table 4.3. We report accuracy (%) for NLI tasks and $F_1$ score (%) for LE tasks. In general, pretraining on WikiNLI improves the performances on downstream tasks by a significant margin, especially for Break and MNLI, where WikiNLI can lead to much more substantial gains than the other two resources. In some cases, such as RTE and L2014, WordNet or Wikidata may be a better choice of the pretraining dataset. More importantly, the improvements to both BERT and RoBERTa brought by WikiNLI show that the benefit of the WikiNLI dataset can generalize to multiple models.

4.5 Analysis

We perform several kinds of analysis using BERT to compare the effects of different settings.

4.5.1 Fourway vs. Threeway vs. Binary Pretraining

We investigate the effects of the number of categories for WikiNLI by empirically comparing three settings: fourway, threeway, and binary classification. For fourway classification, we add an extra relation “sibling” in addition to child, parent, and neutral relationships. A
sibling pair consists of two categories that share the same parent. We also ensure that neutral pairs are non-siblings, meaning that we separate a category that was considered as part of the neutral relations to provide a more fine-grained pretraining signal.

We construct two versions of WikiNLI with binary class labels. One classifies the child against the rest, including parent, neutral, and sibling ("child vs. rest"). The other classifies child or parent against neutral or sibling ("child/parent vs. rest"). The purpose of these two datasets is to find if a more coarse training signal would reduce the gains from pretraining.

These dataset variations are each balanced among their classes and contain 100,000 training instances and 5,000 development instances.

Table 4.4 shows results on the development sets of MNLI, RTE, and PPDB. We report Break results on the test set as it does not have a development set. Overall, fourway and three-way classifications are comparable, although they excel at different tasks. Interestingly, we find that pretraining with child/parent vs. rest is worse than pretraining with child vs. rest. We suspect this is because the child/parent vs. rest task resembles topic classification. The model does not need to determine direction of entailment, but only whether the two phrases are topically related, as neutral pairs are generally either highly unrelated or only vaguely related. The child vs. rest task still requires reasoning about entailment as the models still need to differentiate between child and parent.
4.5.2 Wikipedia Pages, Mentions, and Layer Pruning

The variants of WikINLI we considered so far have used categories as the lowest level of hierarchies. We are interested in whether adding Wikipedia page titles would bring in additional knowledge for inference tasks. We experiment with including Wikipedia page titles that belong to Wikipedia categories to WikINLI. We treat these page titles as the leaf nodes of the WikINLI dataset. Their parents are the categories that the pages belong to.

Although Wikipedia page titles are additional source of information, they are more specific compared to Wikipedia categories. A majority of Wikipedia page titles are person names, locations, or historical events. They are not general summaries of concepts. To explore the effect of more general concepts, we try pruning leaf nodes from the WikINLI category hierarchies. As higher-level nodes are more general and abstract concepts compared to lower-level nodes, we hypothesize that pruning leaf nodes would make the model learn higher-level concepts. We experiment with pruning one layer and two layers of leaf nodes in WikINLI category hierarchies.

Table 4.5 compares the results of adding page titles and pruning different numbers of layers. Adding page titles mostly gives relatively small improvements to the model performance on downstream tasks, which shows that the page title is not a useful addition to WikINLI. Pruning layers also slightly hurts the model performance. One exception is Break, which shows that solving it requires knowledge of higher-level concepts.
<table>
<thead>
<tr>
<th>Sentence 1</th>
<th>Sentence 2</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>He then moved to <strong>Scottish society</strong> as an actuary for Standard Life Assurance Company. However, he transferred back to London with the company.</td>
<td>He then moved to <strong>Edinburgh</strong> as an actuary for Standard Life Assurance Company. However, he transferred back to London with the company.</td>
<td>parent</td>
</tr>
<tr>
<td>Dobroselo () is a village in <strong>Croatia</strong>. It is connected by the D218 highway. According to the 2011 census, Dobroselo had 117 inhabitants.</td>
<td>Dobroselo () is a village in <strong>Southern European countries</strong>. It is connected by the D218 highway. According to the 2011 census, Dobroselo had 117 inhabitants.</td>
<td>child</td>
</tr>
<tr>
<td>His oldest brother Charuhasan, like Kamal, is a National Film Award-winning actor who appeared in the <strong>ladino-language</strong> film &quot;Tabarana Kathe&quot;.</td>
<td>His oldest brother Charuhasan, like Kamal, is a National Film Award-winning actor who appeared in the <strong>Kannada</strong> film &quot;Tabarana Kathe&quot;.</td>
<td>neutral</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.6: Examples from WikiSentNLI.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>BERT</td>
</tr>
<tr>
<td>WikiNLI</td>
</tr>
<tr>
<td>+ page &amp; mention</td>
</tr>
<tr>
<td>WikiSentNLI</td>
</tr>
<tr>
<td>WikiSentNLI cat.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.7: Comparison using WikiSentNLI.</th>
</tr>
</thead>
</table>

4.5.3 WikiSentNLI

To investigate the effect of sentential context, we construct another dataset, which we call WikiSentNLI, that is made up of full sentences. The general idea is to create sentence pairs that only differ by several words by using the hyperlinks in the Wikipedia sentences. More specifically, for a sentence with a hyperlink (if there are multiple hyperlinks, we will consider them as different instances), we form new sentences by replacing the text mention (marked by the hyperlink) with the page title as well as the categories describing that page. We consider these two sentences forming candidate child-parent relationship pairs. An example is shown in Figure 4.2. As some page titles or category names do not fit into the context of the sentence, we score them by BERT-Large, averaging over the loss spanning that page title or category name. We pick the candidate with the lowest loss. To generate neutral
pairs, we randomly sample 20 categories for a particular page mention in the text and pick the candidate with the lowest loss by BERT-Large. WikiSentNLI is also balanced among three relations (child, parent and neutral), and we experiment with 100k training instances and 5k development instances. Table 4.6 are some examples from WikiSentNLI.

Table 4.7 shows the results. In comparing WikiNLI to WikiSentNLI, we observe that adding extra context to WikiNLI does not help on the downstream tasks. It is worth noting that the differences between WikiNLI and WikiSentNLI are more than sentential context. The categories we considered in WikiSentNLI are always immediately after Wikipedia pages, limiting the exposure of higher-level categories.

To look into the importance of those categories, we construct another version of WikiSentNLI by treating the mentions and page title layer as the same level (“WikiSentNLI cat.”). This effectively gives models pretrained on this version of WikiSentNLI access to higher-level categories. Practically, when creating child sentences, we randomly choose between keeping the original sentences or replacing the text mention with its linked page title. When creating parent sentences, we replace the text mention with the parent categories of the linked page. Then, we perform the same steps as described in the previous paragraph. Pretraining on WikiSentNLI cat. gives a sizable improvement compared to pretraining on WikiSentNLI.

Additionally, we try to add mentions to WikiNLI, which seems to impair the model performance greatly. This also validates our claim that specific knowledge tends to be noisy and less likely to be helpful for downstream tasks. More interestingly, these variants seem to affect Break the most, which is in line with our previous finding that Break favors higher-level knowledge. While most of our findings with sentential context are negative, the WikiSentNLI cat. variant shows promising improvements over BERT in some of the downstream tasks, demonstrating that a more appropriate way of incorporating higher-level categories can be essential to benefit from WikiSentNLI in practice.
Table 4.8: The effect of the number of WikiNLI pretraining instances.

<table>
<thead>
<tr>
<th></th>
<th>MNLI</th>
<th>RTE</th>
<th>PPDB</th>
<th>Break</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threeway 100k</td>
<td>75.6</td>
<td>74.4</td>
<td>71.2</td>
<td>85.7</td>
<td>76.7</td>
</tr>
<tr>
<td>Threeway 400k</td>
<td>75.7</td>
<td>75.5</td>
<td>70.9</td>
<td>83.0</td>
<td>76.3</td>
</tr>
<tr>
<td>Fourway 400k</td>
<td>75.6</td>
<td>75.1</td>
<td>70.8</td>
<td>89.5</td>
<td>77.8</td>
</tr>
</tbody>
</table>

Table 4.9: Combining WikiNLI with other datasets for pretraining. ①=WikiNLI; ②=WordNet; ③=Wikidata.

<table>
<thead>
<tr>
<th></th>
<th>MNLI</th>
<th>RTE</th>
<th>PPDB</th>
<th>Break</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>① 100k</td>
<td>75.6</td>
<td>74.4</td>
<td>71.2</td>
<td>85.7</td>
<td>76.7</td>
</tr>
<tr>
<td>① 50k + ② 50k</td>
<td>75.0</td>
<td>71.5</td>
<td>70.9</td>
<td>80.2</td>
<td>74.4</td>
</tr>
<tr>
<td>① 50k + ③ 50k</td>
<td>75.0</td>
<td>73.6</td>
<td>70.7</td>
<td>81.5</td>
<td>75.3</td>
</tr>
</tbody>
</table>

4.5.4 Larger Training Set

We train on a larger set of WikiNLI dataset, where there are approximately 400,000 training instances, for both threeway and fourway classification settings. We note that we only pretrain models on WikiNLI for one epoch as it leads to better performance on downstream tasks. The results are in Table 4.8. We observe that except for PPDB, adding more data generally improves performance. For Break, we observe significant improvements when using fourway WikiNLI for pretraining, whereas threeway WikiNLI seems to hurt the performance.

4.5.5 Combining Multiple Data Sources

We combine multiple data sources for pretraining. In one setting we combine 50k instances of WikiNLI with 50k instances of WordNet, while in the other setting we combine 50k instances of WikiNLI with 50k instances of Wikidata. Table 4.9 compares these two settings for pretraining. WikiNLI works the best when pretraining alone.
<table>
<thead>
<tr>
<th>phrase 1</th>
<th>phrase 2</th>
<th>gold</th>
<th>BERT</th>
<th>WikiNLI</th>
<th>WordNet</th>
<th>Wikidata</th>
</tr>
</thead>
<tbody>
<tr>
<td>car</td>
<td>the trunk</td>
<td>hypernym</td>
<td>other-related</td>
<td>hypernym</td>
<td>hypernym</td>
<td>hypernym</td>
</tr>
<tr>
<td>return</td>
<td>return home</td>
<td>hypernym</td>
<td>synonym</td>
<td>hypernym</td>
<td>hypernym</td>
<td>hypernym</td>
</tr>
<tr>
<td>boys are</td>
<td>the children are</td>
<td>hyponym</td>
<td>synonym</td>
<td>hyponym</td>
<td>hyponym</td>
<td>hypernym</td>
</tr>
<tr>
<td>foreign affairs</td>
<td>foreign minister</td>
<td>other-related</td>
<td>hypernym</td>
<td>other-related</td>
<td>hypernym</td>
<td>hypernym</td>
</tr>
<tr>
<td>company</td>
<td>debt</td>
<td>other-related</td>
<td>independent</td>
<td>independent</td>
<td>independent</td>
<td>independent</td>
</tr>
<tr>
<td>europe</td>
<td>japan</td>
<td>alternation</td>
<td>hypernym</td>
<td>alternation</td>
<td>hypernym</td>
<td>other-related</td>
</tr>
<tr>
<td>family</td>
<td>woman</td>
<td>independent</td>
<td>independent</td>
<td>independent</td>
<td>independent</td>
<td>alternation</td>
</tr>
</tbody>
</table>

Table 4.10: Examples from PPDB development set showing the effect of pretraining resources.

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th>3000</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>72.2</td>
<td>74.4</td>
<td>76.6</td>
<td>78.8</td>
<td>80.4</td>
</tr>
<tr>
<td>WikiNLI</td>
<td>74.5</td>
<td>75.6</td>
<td>77.3</td>
<td>79.1</td>
<td>80.6</td>
</tr>
<tr>
<td></td>
<td>+2.3</td>
<td>+1.2</td>
<td>+0.7</td>
<td>+0.3</td>
<td>+0.2</td>
</tr>
</tbody>
</table>

Table 4.11: Results for varying numbers of MNLI training instances.

4.5.6 **Effect of Pretraining Resources**

We show several examples of predictions from PPDB in Table 4.10. In general, we observe that without pretraining, BERT tends to predict symmetric categories, such as synonym, or other-related, instead of predicting entailment-related categories. For example, the phrase pair “car” and “the trunk”, “return” and “return home”, and “boys are” and “the children are”. These are either “hypernym” or “hyponym” relationship, but BERT tends to conflate them with symmetric relationships, such as other-related. To quantify this hypothesis, we compute the numbers of correctly predicted antonym, alternation, hyponym and hypernym and show them in Table 4.12. It can be seen that with pretraining those numbers increase dramatically, showing the benefit of pretraining on these resources.

We also observe that the model performance can be affected by the coverage of pretraining resources. In particular, for phrase pair “foreign affairs” and “foreign minister”, WikiNLI has a closely related term “foreign affair ministries” and “foreign minister” under the category “international relations”, whereas WordNet does not have these two, and Wikidata only has “foreign minister”.
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Table 4.12: Per category numbers of correctly predicted instances by BERT with or without pretraining on WikiNLI.

<table>
<thead>
<tr>
<th></th>
<th>antonym</th>
<th>alternation</th>
<th>hyponym</th>
<th>hypernym</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/</td>
<td>34</td>
<td>51</td>
<td>276</td>
<td>346</td>
</tr>
<tr>
<td>w/o</td>
<td>1</td>
<td>35</td>
<td>231</td>
<td>248</td>
</tr>
</tbody>
</table>

In addition, for phrase pair “company” and “debt”, in WikiNLI, the company is under the “business” category; debt is under the “finance” category. They are not directly related, whereas in WordNet, due to the multisense of company, company and debt are both treated as a kind of “state”, and in Wikidata, they are both a subclass of “legal concept”.

For phrase pair “family” and “woman”, in WikiNLI, “family” is a parent category of “wives”, and in Wikidata, they are related in that the “family” is a subclass of “group of humans”. In contrast, WordNet does not have such knowledge.

4.5.7 Finetuning with More Data

Pretraining on WikiNLI has more significant improvement with less training data. Table 4.11 shows the model improvement to BERT-Large with WikiNLI when training on 2000, 3000, 5000, 10000, and 20000 MNLI training instances accordingly. The gap between BERT-Large and WikiNLI narrows as the MNLI training data size increases.

4.6 Summary

In this chapter, we described WikiNLI, a large-scale naturally-annotated dataset for improving model performance on NLI and LE tasks. Empirically, we benchmarked WordNet, Wikidata, and WikiNLI using both BERT and RoBERTa by first pretraining these models on those resources, then finetuning on downstream tasks. The results showed that pretraining on WikiNLI gives the largest gains averaging over 10 different datasets. The improvements to both BERT and RoBERTa showed that the benefit of WikiNLI can generalize. We
also performed an in-depth analysis on ways of handling the Wikipedia category graph, including pruning lower-level categories, adding sentential context and pretraining with more instances.
CHAPTER 5
LEARNING ENTITY REPRESENTATIONS

This chapter describes learning entity representations from Wikipedia documents and their inter-document hyperlink structures.

5.1 Introduction

Entity representations play a key role in numerous important problems including language modeling [87], dialogue generation [69], entity linking [67], and story generation [39]. One successful line of work on learning entity representations has been learning static embeddings: that is, assign a unique vector to each entity in the training data [67, 224, 225]. While these embeddings are useful in many applications, they have the obvious drawback of not accommodating unknown entities. Another limiting factor is the lack of an evaluation benchmark: it is often difficult to know which entity representations are better for which tasks.

In this chapter, we introduce EntEval: a carefully designed benchmark for holistically evaluating entity representations. It is a test suite of diverse tasks that require nontrivial understanding of entities, including entity typing, entity similarity, entity relation prediction, and entity disambiguation. Motivated by the recent success of contextualized word representations (henceforth: CWRs) from pretrained models [136, 166, 47, 226, 122], we propose to encode the mention context or the description to dynamically represent an entity. In addition, we perform an in-depth comparison of ELMo and BERT-based embeddings and find that they show different characteristics on different tasks. We analyze each layer of the CWRs and make the following observations:

- The dynamically encoded entity representations show a strong improvement on the entity disambiguation task compared to prior work using static entity embeddings.
• BERT-based entity representations require further supervised training to perform well on downstream tasks, while ELMo-based representations are more capable of performing zero-shot tasks.

• In general, higher layers of ELMo and BERT-based CWRs are more transferable to EntEval tasks.

To further improve contextualized and descriptive entity representations (CER/DER), we leverage natural hyperlink annotations in Wikipedia. We identify effective objectives for incorporating the contextual information in hyperlinks and improve ELMo-based CWRs on a variety of entity related tasks.

## 5.2 EntEval

We are interested in two approaches: contextualized entity representations (henceforth: CER) and descriptive entity representations (henceforth: DER), both encoding fixed-length vector representations for entities.

The contextualized entity representations encodes an entity based on the context it appears regardless of whether the entity is seen before. The motivation behind contextualized entity representations is that we want an entity encoder that does not depend on entries in a knowledge base, but is capable of inferring knowledge about an entity from the context it appears.

As opposed to contextualized entity representations, descriptive entity representations do rely on entries in Wikipedia. We use a model-specific function $f$ to obtain a fixed-length vector representation from the entity’s textual description.

To evaluate CERs and DERs, we propose a wide range of entity related tasks. Since our purpose is for examining the learned entity representations, we only use a linear classifier and freeze the entity representations when performing the following tasks. Unless otherwise noted, when the task involves a pair of entities, the input to the classifier are the entity repre-
Logic was established as a discipline by Aristotle, who established its fundamental place in philosophy.

Figure 5.1: An example taken from ET. Targeted entity mention is bold. Candidate categories are on the right. Gold standard categories are in gray.

sentations $x_1$ and $x_2$, concatenated with their element-wise product and absolute difference: $[x_1, x_2, x_1 \odot x_2, |x_1 - x_2|]$. This input format has been used in SentEval [40].

The datasets used in EntEval tasks are summarized in table 5.1. It shows the number of instances in train/valid/test split for each dataset, and the number of target classes if this is a classification task. We describe the proposed tasks in the following subsections.

5.2.1 Entity Typing (ET)

The task of entity typing (ET) is to assign types to an entity given only the context of the entity mention. ET is context-sensitive, making it an effective approach to probe the knowledge of context encoded in pretrained representations. For example, in the sentence “Bill Gates has donated billions to eradicate malaria”, “Bill Gates” has the type of “philanthropist” instead of “inventor” [37].

In this task, we will contextualized entity representations, followed by a linear layer to make predictions. We use the annotated ultra-fine entity typing dataset of [37] with standard
data splits. As shown in Figure 5.1, there can be multiple labels for an instance. We use binary log loss for training using all positive and negative entity types, and report $F_1$ score. Thresholds are tuned based on validation set accuracy.

5.2.2 Coreference Arc Prediction (CAP)

Given two entities and the associated context, the task is to determine whether they refer to the same entity. Solving this task may require the knowledge of entities. For example, in the sentence “Revenues of $14.5$ billion were posted by Dell\textsubscript{1}. The company\textsubscript{1} ...”, there is no prior context of “Dell”, so having known “Dell” is a company instead of the people “Michael Dell” will surely benefit the model [51]. Unlike other tasks, coreference typically involves longer context. To restrict the effect of broad context, we only keep two groups of coreference arcs from smaller context. One includes mentions that are in the same sentence (“same”) for examining the model capability of encoding local context. The other includes mentions that are in consecutive sentences (“next”) for the broader context. We create this task from the PreCo dataset [27], which has mentions annotated even when they are not part of coreference chains. We filter out instances in which both mentions are pronouns. All non-coreferent mention pairs are considered to be negative samples.

To make this task more challenging, for each instance we compute cosine similarity of mentions by averaging GloVe word vectors. We group the instances into bins by cosine similarity, and randomly select the same number of positive and negative instances from each bin to ensure that models do not solve this task by simply comparing similarity of mention names.

We use the contextualized entity representations of the two mentions to infer coreference arcs with supervised training and report the averaged accuracy of “same” and “next”.
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REFUTES: The New York City Landmarks Preservation Commission consists of zero commissioners.
SUPPORTS: TD Garden has held Bruins games.

Figure 5.2: Two examples from the EFP.

TRUE: Gin and vermouth can make a martini
FALSE: Connecticut is not a state

Figure 5.3: Examples from the CERP.

5.2.3 Entity Factuality Prediction (EFP)

The entity factuality prediction (EFP) task involves determining the correctness of statements regarding entities. We use the manually-annotated FEVER dataset [200] for this task. FEVER is a task to verify whether a statement is supported by evidences. The original FEVER dataset includes three classes, namely “Supports”, “Refutes”, and “NotEnoughInfo” and evidences are additionally available for each instance. As our purpose is to examine the knowledge encoded in entity representations, we discard the last category (“NotEnoughInfo”) and the evidence. In rare cases, instances in FEVER may include multiple entity mentions, so we randomly pick one. We randomly sample 10000, 2000, and 2000 instances for our training, validation, and test sets, respectively.

In this task, entity representations can be obtained either by contextualized entity representations or descriptive entity representations. In practice, we observe descriptive entity representations give better performance, which presumably is because these statements are more similar to descriptions than entity mentions. As shown in Figure 5.2, without providing additional evidences, solving this task requires knowledge of entities encoded in representations. We directly use entity representations as input to the classifier.

5.2.4 Contextualized Entity Relationship Prediction (CERP)

The task of contextualized entity relationship prediction (CERP) modeling determines the connection between two entities appeared in the same context.
We use sentences from ConceptNet [191] with automatically parsed mentions and templates used to construct the dataset. We filter out non-English concepts and relations such as ‘related’, ‘translation’, ‘synonym’, and ‘likely to find’ since we seek to evaluate more complicated knowledge of entities encoded in representations. We further filter out non-entity mentions and entities with type ‘DATE’, ‘TIME’, ‘PERCENT’, ‘MONEY’, ‘QUANTITY’, ‘ORDINAL’, and ‘CARDINAL’ according to SpaCy [78]. After filtering, we have 13374 assertions.

Negative samples are generated based on the following rules:

1. For each relationship, we replace an entity with similar negative entities based on cosine similarity of averaged GloVe embeddings [163].

2. We change the relationship in positive samples from affirmation to negation (e.g., ‘is’ to ‘is not’). These serve as negative samples.

3. We further sample positive samples from (1) in an attempt to prevent the ‘not’ token from being biased towards negative samples. Therefore, for negative samples we get from (1), we change the relationship from affirmation to negation as in (2) to get positive samples.

For example, let ‘A is B’ be the positive sample. (1) changes it to ‘C is B’ which serves as a negative sample and (2) changes it to ‘A is not B’ as another negative sample. (3) changes it to ‘C is not B’ as a positive example. In the end, we randomly sample 6000 instances from each class. This ends up yielding a 4000/4000/4000 train/dev/test dataset. As shown in Figure 5.3, this task cannot be solved by relying on surface form of sentences, instead it requires the input representations to encode knowledge of entities based on the context.

We use contextualized entity representations in this task.
5.2.5  Entity Similarity and Relatedness (ESR)

Given two entities with their descriptions from Wikipedia, the task is to determine their similarity or relatedness. After the entity descriptions are encoded into vector representations, we compute their cosine similarity as predictions. We use the KORE [76] and WikiSRS [149] datasets in this task. Since the original datasets only provide entity names, we automatically add Wikipedia descriptions to each entity and manually ensure that every entity is matched to a Wikipedia description. We use Spearman’s rank correlation coefficient between our computed cosine similarity and the gold standard similarity/relatedness scores to measure the performance of entity representations.

The task of KORE is to rank the candidate entities by similarity. As KORE does not provide similarity scores of entity pairs, but simply ranks the candidate entities by their similarities to a target entity, we assign scores from 20 to 1 accordingly to each entity in the order of similarity. Table 5.2 shows an example from KORE. The fact that “Apple Inc.” is more related to “Steve Jobs” than “Microsoft” requires multiple steps of inference, which motivates this task. Since the predictor we use is cosine similarity, which does not introduce additional parameters, we directly use encoded representations on the test set without any supervised training.

<table>
<thead>
<tr>
<th>Score</th>
<th>Entity Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>Apple Inc.</td>
</tr>
<tr>
<td>20</td>
<td>Steve Jobs</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>11</td>
<td>Microsoft</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1</td>
<td>Ford Motor Company</td>
</tr>
</tbody>
</table>

Table 5.2: An example from KORE.
SOCCER - JAPAN GET LUCKY WIN, CHINA IN SURPRISE DEFEAT.

China
China is a country in East Asia and the world's most populous country...

Porcelain
Porcelain is a ceramic material made by heating materials, generally including...

China_men_s_national_basketball_team
The Chinese men's national basketball team represents the People's Republic of China and...

China_PR_national_football_team
The Chinese national football team recognized as China PR by FIFA...

Figure 5.4: An example from CoNLL-YAGO.

5.2.6 Entity Relationship Typing (ERT)

As another popular resource for common knowledge, we consider using Freebase [19] for probing the encoded knowledge by classifying the types of relations between pair of entities. First, we extract entity relation tuples (entity1, relation, entity2) from Freebase and then filter out easy tuples based on training a classifier using averaged GloVe vectors of entity names as input, which leaves us 626 types of relations, including “internet.website.owner”, “film.film_art.director.films_art.directed”, and “comic_books.comic_book_series.genre”. We randomly sample 5 instances for each relation type to form our training set and 10 instances per type the for validation and test sets. We use Wikipedia descriptions for each entity in the pair whose relation we are predicting and we use descriptive entity representations for each entity with supervised training.

5.2.7 Named Entity Disambiguation (NED)

Named entity disambiguation is the task of linking a named-entity mention to its corresponding instance in a knowledge base such as Wikipedia. In this task, we consider CoNLL-YAGO (CoNLL; 77) and Rare Entity Prediction (Rare; 127).

For CoNLL-YAGO, following [77] and [224], we used the 27,816 mentions with valid entries in the knowledge base. For each entity mention m in its context, we generate a set of (at most) its top 30 candidate entities Cm = {cj} using CrossWikis [192]. Some gold standard candidates c are not present in CrossWikis, so we set the prior probability p_prior(y) for those to 1e-6 and normalize the resulting priors for the candidate entities. When adding
Wikipedia descriptions, we manually ensure gold standard mentions are attached to a description, however, we discard candidate mentions that cannot be aligned to a Wikipedia page. We use contextualized entity representations for entity mentions and use descriptive entity representations for candidate entities. Training minimizes binary log loss using all negative examples. At test time, we use \( \arg \max_{c \in C_m} [p_{\text{prior}}(c) + p_{\text{classifier}}(c)] \) as the prediction. We note that directly using prior as predictions yields an accuracy of 58.2%.

[127] introduce the task of rare entity prediction. The task has a similar format to CoNLL-YAGO entity linking. Given a document with a blank in it, the task is to select an entity from a provided list of entities with descriptions. Only rare entities are used in this dataset so that performing well on the task requires the ability to effectively represent entity descriptions. We randomly select 10k/4k/4k examples to construct train/valid/test sets. For simplicity, we only keep instances with four candidate entities.

Figure 5.4 shows an example from CoNLL-YAGO, where the “China” in context has many deceptive meanings. Here the candidate “China” has exact string match of the entity name but it should not be selected as it is an after-game report on soccer. To match the entities, this task requires both effective contextualize entity representations and descriptive entity representation.

Practically, we encode the context using CER to be \( x_1 \), and encode each entity description using DER to be \( x_2 \), and pass \([x_1, x_2, x_1 \odot x_2, |x_1 - x_2|]\) to a linear model to predict whether it is the correct entity to fill in. The model is trained with cross entropy loss.

### 5.3 Methods

We first describe how we define encoders for contextualized entity representations (Section 5.3.1) and descriptive entity representations (Section 5.3.2), then we discuss how we train new encoders tailored to capture information from the hyperlink structure of Wikipedia (Section 5.3.3).
France won the match 4–2 to claim their second World Cup title.

The France national football team represents France in international football.

Figure 5.5: An example of hyperlinks in Wikipedia.

5.3.1 Encoders for Contextualized Entity Representations

For defining these encoders, we assume we have a sentence $s = (w_1, \ldots, w_T)$ where span $(w_i, \ldots, w_j)$ refers to an entity mention. When using ELMo, we first encode the sentence: $(c_1, \ldots, c_T) = \text{ELMo}(w_1, \ldots, w_T)$, and we use the average of contextualized hidden states corresponding to the entity span as the contextualized entity representation. That is,

$$f_{\text{ELMo}}(w_{1:T}, i, j) = \frac{\sum_{k=i}^{j} c_k}{j-i+1}.$$

With BERT, following [154], we concatenate the full sentence with the entity mention, starting with [CLS] and separating the two by [SEP], i.e., [CLS], $w_1, \ldots, w_T$, [SEP], $w_i, \ldots, w_j$, [SEP]. We encode the full sequence using BERT and use the output from the [CLS] token as the entity mention representation.

5.3.2 Encoders for Descriptive Entity Representations

We encode an entity description by treating the entity description as a sentence, and use the average of the hidden states from ELMo as the entity description representation. With BERT, we use the output from the [CLS] token as the description representation.

5.3.3 Hyperlink-Based Training

An entity mentioned in a Wikipedia article is often linked to its Wikipedia page, which provides a useful description of the mentioned entity. The same Wikipedia page may correspond to many different entity mentions. Likewise, the same entity mention may refer to different Wikipedia pages depending on its context. For instance, as shown in Figure 5.5, based on the context, “France” is linked to the Wikipedia page of “France national football team”
instead of the country. The specific entity in the knowledge base can be inferred from the context information. In such cases, we believe Wikipedia provides valuable complementary information to the current pretrained CWRs such as BERT and ELMo.

To incorporate such information during training, we automatically construct a hyperlink-enriched dataset from Wikipedia that we will refer to as WikiEnt. Prior work has used similar resources [186, 67], but we aim to standardize the process and will release the dataset.

The WikiEnt dataset consists of sentences with contextualized entity mentions and their corresponding descriptions obtained via hyperlinked Wikipedia pages. When processing descriptions, we only keep the first 100 word tokens at most as the description of a Wikipedia page; similar truncation has been done in prior work [67]. For context sentences, we remove those without hyperlinks from the training data and duplicate those with multiple hyperlinks. We also remove context sentences for which we cannot find matched Wikipedia descriptions. These processing steps result in a training set of approximately 85 million instances and over 3 million unique entities.

We define a hyperlink-based training objective and add it to ELMo. In particular, we use contextualized entity representations to decode the hyperlinked Wikipedia description, and also use the descriptive entity representations to decode the linked context. We use bag-of-words decoders in both decoding processes. More specifically, given a context sentence \( x_{1:T_x} \) with mention span \((i, j)\) and a description sentence \( y_{1:T_y} \), we use the same bidirectional language modeling loss \( l_{\text{lang}}(x_{1:T_x}) + l_{\text{lang}}(y_{1:T_y}) \) in ELMo where

\[
l_{\text{lang}}(u_{1:T}) = - \sum_{t=1}^{T} \log p(u_{t+1}|u_1, \ldots, u_t) + \log p(u_{t-1}|u_t, \ldots, u_T)
\]

and \( p \) is defined by the ELMo parameters. In addition, we define the two bag-of-words
<table>
<thead>
<tr>
<th></th>
<th>CAP</th>
<th>CERP</th>
<th>EFP</th>
<th>ET</th>
<th>ESR</th>
<th>ERT</th>
<th>NED</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>GloVe</td>
<td>71.9</td>
<td>52.6</td>
<td>67.0</td>
<td>10.3</td>
<td>50.9</td>
<td>40.8</td>
<td>41.2</td>
<td>47.8</td>
</tr>
<tr>
<td>BERT Base</td>
<td><strong>80.6</strong></td>
<td>65.6</td>
<td>74.8</td>
<td>32.0</td>
<td>28.8</td>
<td>42.2</td>
<td>50.6</td>
<td>53.5</td>
</tr>
<tr>
<td>BERT Large</td>
<td>79.1</td>
<td><strong>66.9</strong></td>
<td><strong>76.7</strong></td>
<td>32.3</td>
<td>32.6</td>
<td><strong>48.8</strong></td>
<td><strong>54.3</strong></td>
<td>55.8</td>
</tr>
<tr>
<td>ELMo</td>
<td>80.2</td>
<td>61.2</td>
<td>75.8</td>
<td><strong>35.6</strong></td>
<td>60.3</td>
<td>46.8</td>
<td>51.6</td>
<td><strong>58.8</strong></td>
</tr>
<tr>
<td>EntELMo baseline</td>
<td>78.0</td>
<td>59.6</td>
<td>71.5</td>
<td>31.3</td>
<td><strong>61.6</strong></td>
<td>46.5</td>
<td>48.5</td>
<td>56.7</td>
</tr>
<tr>
<td>EntELMo</td>
<td>76.9</td>
<td>59.9</td>
<td>72.4</td>
<td>32.2</td>
<td>59.7</td>
<td>45.7</td>
<td>49.0</td>
<td>56.5</td>
</tr>
<tr>
<td>EntELMo w/o (l_{ctx})</td>
<td>73.5</td>
<td>59.4</td>
<td>71.1</td>
<td>33.2</td>
<td>53.3</td>
<td>44.6</td>
<td>48.9</td>
<td>54.9</td>
</tr>
<tr>
<td>EntELMo w/ (l_{ctx})</td>
<td>76.2</td>
<td>60.4</td>
<td>70.9</td>
<td>33.6</td>
<td>49.0</td>
<td>42.9</td>
<td>49.3</td>
<td>54.6</td>
</tr>
</tbody>
</table>

Table 5.3: Performances of entity representations on EntEval tasks.

reconstruction losses:

\[
\begin{align*}
  l_{ctx} &= -\sum_t \log q(x_t|f_{\text{ELMo}}([\text{BOD}]y_1:T_y, 1, T_y)) \\
  l_{desc} &= -\sum_t \log q(y_t|f_{\text{ELMo}}([\text{BOC}]x_1:T_x, i, j))
\end{align*}
\]

where [BOD] and [BOC] are special symbols prepended to sentences to distinguish descriptions from contexts. The distribution \(q\) is parameterized by a linear layer that transforms the conditioning embedding into weights over the vocabulary. The final training loss is

\[
\begin{align*}
  l_{\text{lang}}(x_1:T_x) + l_{\text{lang}}(y_1:T_y) + l_{ctx} + l_{desc}
\end{align*}
\]  (5.1)

Same as the original ELMo, each log loss is approximated with negative sampling [82]. We write EntELMo to denote the model trained by Eq. (5.1). When using EntELMo for contextualized entity representations and descriptive entity representations, we use it analogously to ELMo.
5.4 Experiments

5.4.1 Setup

As a baseline for hyperlink-based training, we train EntELMo on the WikiEnt dataset with only a bidirectional language model loss. Due to the limitation of computational resources, both variants of EntELMo are trained for one epoch (3 weeks time) with smaller dimensions than ELMo. We set the hidden dimension of each directional long short-term memory network (LSTM; 74) layer to be 600, and project it to 300 dimensions. The resulting vectors from each layer are thus 600 dimensional. We use 1024 as the negative sampling size for each positive word token. For bag-of-words reconstruction, we randomly sample at most 50 word tokens as positive samples from the target word tokens. Other hyperparameters are the same as ELMo. EntELMo is implemented based on the official ELMo implementation.\(^1\)

As a baseline for contextualized and descriptive entity representations, we use GloVe word averaging of the entity mention as the “contextualized” entity representation, and use word averaging of the truncated entity description text as its description representation. We also experiment two variants of EntELMo, namely EntELMo w/o \(l_{ctx}\) and EntELMo with \(l_{etn}\). For second variant, we replace \(l_{ctx}\) with \(l_{etn}\), where we only decode entity mentions instead of the whole context from descriptions. We lowercased all training data as well as the evaluation benchmarks.

We evaluate the transferrability of ELMo, EntELMo, and BERT by using trainable mixing weights for each layer. For ELMo and EntELMo, we follow the recommendation from [166] to first pass mixing weights through a softmax layer and then multiply the weighted-summed representations by a scalar. For BERT, we find it better to just use unnormalized mixing weights. In addition, we investigate per-layer performance for both models in Section 5.5.

\(^1\) Our implementation is available at https://github.com/mingdachen/bilm-tf
5.4.2 Results

Table 5.3 shows the performance of our models on the EntEval tasks. Our findings are detailed below:

- Pretrained CWRs (ELMo, BERT) perform the best on EntEval overall, indicating that they capture knowledge about entities in contextual mentions or as entity descriptions.

- BERT performs poorly on entity similarity and relatedness tasks. Since this task is zero-shot, it validates the recommended setting of finetuning BERT [47] on downstream tasks, while the embedding of the [CLS] token does not necessarily capture the semantics of the entity.

- BERT Large is better than BERT Base on average, showing large improvements in ERT and NED. To perform well at ERT, a model must either glean particular relationships from pairs of lengthy entity descriptions or else leverage knowledge from pretraining about the entities considered. Relatedly, performance on NED is expected to increase with both the ability to extract knowledge from descriptions and by starting with increased knowledge from pretraining. The Large model appears to be handling these capabilities better than the Base model.

- EntELMo improves over the EntELMo baseline (trained without the hyperlinking loss) on some tasks but suffers on others. The hyperlink-based training helps on CERP, EFP, ET, and NED. Since the hyperlink loss is closely-associated to the NED problem, it is unsurprising that NED performance is improved. Overall, we believe that hyperlink-based training benefits contextualized entity representations but does not benefit descriptive entity representations (see, for example, the drop of nearly 2 points on ESR, which is based solely on descriptive representations). This pattern may be due to the difficulty of using descriptive entity representations to reconstruct their appearing context.
<table>
<thead>
<tr>
<th></th>
<th>Rare</th>
<th>CoNLL</th>
<th>ERT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Des.</td>
<td>Name</td>
<td>Des.</td>
</tr>
<tr>
<td>ELMo</td>
<td>38.1</td>
<td>36.7</td>
<td>63.4</td>
</tr>
<tr>
<td>BERT Base</td>
<td>42.2</td>
<td>36.6</td>
<td>64.7</td>
</tr>
<tr>
<td>BERT Large</td>
<td>48.8</td>
<td>44.0</td>
<td>64.6</td>
</tr>
</tbody>
</table>

Table 5.4: Accuracies (%) in comparing the use of description encoder (Des.) to entity name (Name).

<table>
<thead>
<tr>
<th></th>
<th>CoNLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELMo</td>
<td>71.2</td>
</tr>
<tr>
<td>[67]</td>
<td>65.1</td>
</tr>
<tr>
<td>Deep ED</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Table 5.5: Accuracies (%) on CoNLL-YAGO with static or non-static entity representations.

### 5.5 Analysis

**Is descriptive entity representation necessary?** A natural question to ask is whether the entity description is needed, as for humans, the entity names carry sufficient amount of information for a lot of tasks. To answer this question, we experiment with encoding entity names by the descriptive entity encoder for ERT (entity relationship typing) and NED (named entity disambiguation) tasks. The results in Table 5.4 show that encoding the entity names by themselves already captures a great deal of knowledge regarding entities, especially for CoNLL-YAGO. However, in tasks like ERT, the entity descriptions are crucial as the names do not reveal enough information to categorize their relationships.

Table 5.5 reports the performance of different descriptive entity representations on the CoNLL-YAGO task. The three models all use ELMo as the context encoder. “ELMo” encodes the entity name with ELMo as descriptive encoder, while both [67] and Deep ED [61] use their trained static entity embeddings. As [67] and Deep ED have different embedding sizes from ELMo, we add an extra linear layer after them to map to the same dimension.

---

2. We note that the numbers reported here are not strictly comparable to the ones in their original paper since we keep all the top 30 candidates from Crosswiki while prior work employs different pruning heuristics.
These two models are designed for entity linking, which gives them potential advantages. Even so, ELMo outperforms them both by a wide margin.

**Per-Layer Analysis.** We evaluate each ELMo and EntELMo layer, i.e., the character CNN layer and two bidirectional LSTM layers, as well as each BERT layer on the EntEval tasks. Figure 5.6 reveals that for ELMo models, the first and second LSTM layers capture most of the entity knowledge from context and descriptions. The BERT layers show more diversity. Lower layers perform better on ESR (entity similarity and relatedness), while for other tasks higher layers are more effective.
5.6 Summary

Our proposed EntEval test suite provides a standardized evaluation method for entity representations. We demonstrate that EntEval tasks can benefit from the success of contextualized word representations such as ELMo and BERT. Augmenting encoding-decoding loss leveraging natural hyperlinks from Wikipedia further improves ELMo on some EntEval tasks. As shown by our experimental results, the contextualized entity encoder benefits more from this hyperlink-based training objective, suggesting future works to prioritize encoding entity description from its mention context.
CHAPTER 6

LEARNING DISCOURSE SENTENCE REPRESENTATIONS

In this chapter, we seek to incorporate and evaluate discourse knowledge in general purpose sentence representations. We also propose DiscoEval, a task suite designed to evaluate discourse-related knowledge in pretrained sentence representations.

6.1 Introduction

A discourse is a coherent, structured group of sentences that acts as a fundamental type of structure in natural language [93]. A discourse structure is often characterized by the arrangement of semantic elements across multiple sentences, such as entities and pronouns. The simplest such arrangement (i.e., linearly-structured) can be understood as sentence ordering, where the structure is manifested in the timing of introducing entities. Deeper discourse structures use more complex relations among sentences (e.g., tree-structured; see Figure 6.1).

Theoretically, discourse structures have been approached through Centering Theory [65] for studying distributions of entities across text and Rhetorical Structure Theory (RST; 131) for modelling the logical structure of natural language via discourse trees. Researchers have found modelling discourse useful in a range of tasks [68, 147, 121, 155], including summarization [62], text classification [86], and text generation [20].

In this chapter, we describe DiscoEval, a task suite designed to evaluate discourse-related knowledge in pretrained sentence representations. DiscoEval comprises 7 task groups covering multiple domains, including Wikipedia, stories, dialogues, and scientific literature. The tasks are probing tasks [182, 2, 15, 167, 42, 171, 199, 120, 54, 31, *inter alia*] based on sentence ordering, annotated discourse relations, and discourse coherence. The data is either generated semi-automatically or based on human annotations [24, 172, 116, 100].
[The European Community’s consumer price index rose a provisional 0.6% in September from August] \(^1\) [and was up 5.3% from September 1988,] \(^2\) [according to Eurostat, the EC’s statistical agency.] \(^3\)

Figure 6.1: An RST discourse tree from the RST Discourse Treebank. “N” represents “nucleus”, containing basic information for the relation. “S” represents “satellite”, containing additional information about the nucleus.

We also propose a set of novel multi-task learning objectives building upon standard pre-trained sentence encoders, which rely on the assumption of distributional semantics of text. These objectives depend only on the natural structure in structured document collections like Wikipedia.

Empirically, we benchmark our models and several popular sentence encoders on DiscoEval and SentEval [40]. We find that our proposed training objectives help the models capture different characteristics in the sentence representations. Additionally, we find that ELMo shows strong performance on SentEval, whereas BERT performs the best among the pretrained embeddings on DiscoEval. Both BERT and Skip-thought vectors [98], which have training losses explicitly related to surrounding sentences, perform much stronger compared to their respective prior work, demonstrating the effectiveness of incorporating losses that make use of broader context. Through per-layer analysis, we also find that for both BERT and ELMo, deep layers consistently outperform shallower ones on DiscoEval, showing different trends from SentEval where the shallow layers have the best performance.

### 6.2 Discourse Evaluation

We propose DiscoEval, a test suite of 7 tasks to evaluate whether sentence representations include semantic information relevant to discourse processing. Below we describe the tasks and datasets, as well as the evaluation framework. We closely follow the SentEval sentence
embedding evaluation suite, in particular its supervised sentence and sentence pair classification tasks, which use predefined neural architectures with slots for fixed-dimensional sentence embeddings. All DiscoEval tasks are modelled by logistic regression unless otherwise stated in later sections.

We also experimented with adding hidden layers to the DiscoEval classification models. However, we find simpler linear classifiers to provide a clearer comparison among sentence embedding methods. More complex classification models lead to noisier results, as more of the modelling burden is shifted to the optimization of the classifiers. Hence we decide to evaluate the sentence embeddings with simple classification models.

In the rest of this section, we will use $\cdot$, $\cdot$, $\cdots$ to denote concatenation of vectors, $\odot$ for element-wise multiplication, and $|\cdot|$ for element-wise absolute value.

### 6.2.1 Discourse Relations

As the most direct way to probe discourse knowledge, we consider the task of predicting annotated discourse relations among sentences. We use two human-annotated datasets: the RST Discourse Treebank (RST-DT; 24) and the Penn Discourse Treebank (PDTB; 172). They have different labeling schemes. PDTB provides discourse markers for adjacent sentences, whereas RST-DT offers document-level discourse trees, which recently was used to evaluate discourse knowledge encoded in document-level models [57]. The difference allows us to see if the pretrained representations capture local or global information about discourse structure.

More specifically, as shown in Figure 6.1, in RST-DT, text is segmented into basic units, elementary discourse units (EDUs), upon which a discourse tree is built recursively. Although a relation can take multiple units, we follow prior work [84] to use right-branching trees for non-binary relations to binarize the tree structure and use the 18 coarse-grained relations defined by [24].
1. In any case, the brokerage firms are clearly moving faster to create new ads than they did in the fall of 1987.
2. [But] it remains to be seen whether their ads will be any more effective.

Figure 6.2: Example in the PDTB explicit relation task.

When evaluating pretrained sentence encoders on RST-DT, we first encode EDUs into vectors, then use averaged vectors of EDUs of subtrees as the representation of the subtrees. The target prediction is the label of nodes in discourse trees and the input to the classifier is 
\[ [x_{\text{left}}, x_{\text{right}}, x_{\text{left}} \odot x_{\text{right}}, |x_{\text{left}} - x_{\text{right}}|], \]
where \( x_{\text{left}} \) and \( x_{\text{right}} \) are vector representations of the left and right subtrees respectively. For example, the input for target “NN-Attribution” in Figure 6.1 would be 
\[ x_{\text{left}} = \frac{x_1 + x_2}{2}, \quad x_{\text{right}} = x_3, \]
where \( x_i \) is the encoded representation for the \( i \)th EDU in the text. We use the standard data splits, where there are 347 documents for training and 38 documents for testing. We choose 35 documents from the training set to serve as a validation set.

For PDTB, we use a pair of sentences to predict discourse relations. Following [116], we focus on two kinds of relations from PDTB: explicit (PDTB-E) and implicit (PDTB-I). The sentence pairs with explicit relations are two consecutive sentences with a particular connective word in between. Figure 6.2 is an example of an explicit relation. The words in [ ] are taken out from input sentence 2.

In the PDTB, annotators insert an implicit connective between adjacent sentences to reflect their relations, if such an implicit relation exists. Figure 6.3 shows an example of an implicit relation. The PDTB provides a three-level hierarchy of relation tags. In DiscoEval, we use the second level of types [116], as they provide finer semantic distinctions compared to the first level. To ensure there is a reasonable amount of evaluation data, we use sections 2-14 as training set, 15-18 as development set, and 19-23 as test set. In addition, we filter out categories that have less than 10 instances. This leaves us 12 categories for explicit relations and 11 for implicit ones. Category names are listed in the supplementary material.
1. “A lot of investor confidence comes from the fact that they can speak to us,” he says.
2. [so] “To maintain that dialogue is absolutely crucial.”

label: Contingency.Cause

Figure 6.3: Example in the PDTB implicit relation task.

We use the sentence embeddings to infer sentence relations with supervised training. As input to the classifier, we encode both sentences to vector representations \( x_1 \) and \( x_2 \), concatenated with their element-wise product and absolute difference: \([x_1, x_2, x_1 \odot x_2, |x_1 - x_2|]\).

### 6.2.2 Sentence Position (SP)

We create a task that we call Sentence Position. It can be seen as way to probe the knowledge of linearly-structured discourse, where the ordering corresponds to the timings of events. When constructing this dataset, we take five consecutive sentences from a corpus, randomly move one of these five sentences to the first position, and ask models to predict the true position of the first sentence in the modified sequence.

We create three versions of this task, one for each of the following three domains: the first five sentences of the introduction section of a Wikipedia article (Wiki), the ROC Stories corpus (ROC; 143), and the first 5 sentences in the abstracts of arXiv papers (arXiv; 34). Figure 6.4 shows an example of this task for the ROC Stories domain. The first sentence should be in the fourth position among these sentences. To make correct predictions, the model needs to be aware of both typical orderings of events as well as how events are described in language. In the example shown, Bonnie’s excitement comes from her imagination so it must happen after she picked up the jeans and tried them on but right before she realized the actual size.

To train classifiers for these tasks, we do the following. We first encode the five sentences to vector representations \( x_i \). As input to the classifier, we include \( x_1 \) and the concatenation
- She was excited thinking she must have lost weight.
- Bonnie hated trying on clothes.
- She picked up a pair of size 12 jeans from the display.
- When she tried them on they were too big!
- Then she realized they actually size 14s, and 12s.

Figure 6.4: Example from the ROC Stories domain of the Sentence Position task.

1. These functions include fast and synchronized response to environmental change, or long-term memory about the transcriptional status.
2. Focusing on the collective behaviors on a population level, we explore potential regulatory functions this model can offer.

Figure 6.5: Example from the arXiv domain of the Binary Sentence Ordering task (incorrect ordering shown).

of $x_1 - x_i$ for all $i$: $[x_1, x_1 - x_2, x_1 - x_3, x_1 - x_4, x_1 - x_5]$.

6.2.3 Binary Sentence Ordering (BSO)

Similar to sentence position prediction, Binary Sentence Ordering (BSO) is a binary classification task to determine the order of two sentences. The fact that BSO only has a pair of sentences as input makes it different from Sentence Position, where there is more context, and we hope that BSO can evaluate the ability of capturing local discourse coherence in the given sentence representations. The data comes from the same three domains as Sentence Position, and each instance is a pair of consecutive sentences.

Figure 6.5 shows an example from the arXiv domain of the Binary Sentence Ordering task. The order of the sentences in this instance is incorrect, as the “functions” are referenced before they are introduced. To detect the incorrect ordering in this example, the encoded representations need to be able to provide information about new and old information in each sentence.

To form the input when training classifiers, we concatenate the embeddings of both sentences with their element-wise difference: $[x_1, x_2, x_1 - x_2]$. 

Inspired by prior work on chat disentanglement [52, 53] and sentence clustering [214], we propose a sentence disentanglement task. The task is to determine whether a sequence of six sentences forms a coherent paragraph. We start with a coherent sequence of six sentences, then randomly replace one of the sentences (chosen uniformly among positions 2-5) with a sentence from another discourse. This task, which we call Discourse Coherence (DC), is a binary classification task and the datasets are balanced between positive and negative instances.

We use data from two domains for this task: Wikipedia and the Ubuntu IRC channel.¹ For Wikipedia, we begin by choosing a sequence of six sentences from a Wikipedia article. For purposes of choosing difficult distractor sentences, we use the Wikipedia categories of each document as an indication of its topic. To create a negative instance, we randomly sample a sentence from another document with a similar set of categories (measured by the percentage of overlapping categories). This sampled sentence replaces one of the six consecutive sentences in the original sequence. When splitting the train, development, and test sets, we ensure there are no overlapping documents among them.

Our proposed dataset differs from the sentence clustering task of [214] in that it preserves sentence order and does not anonymize or lemmatize words, because they play an important role in conveying information about discourse coherence.

For the Ubuntu domain, we use the human annotations of conversation thread structure from [100] to provide us with a coherent sequence of utterances. We filter out sentences by heuristic rules to avoid overly technical and unsolvable cases. The negative sentence is randomly picked from other conversations. Similarly, when splitting the train, development, and test sets, we ensure there are no overlapping conversations among them.

Figure 6.6 is an instance of the Wikipedia domain of the Discourse Coherence task. This

¹ https://irclogs.ubuntu.com/irclogs.ubuntu.com/
1. It is possible he was the youngest of the family as the name “Sextus” translates to sixth in English implying he was the sixth of two living and three stillborn brothers.
2. According to Roman tradition, his rape of Lucretia was the precipitating event in the overthrow of the monarchy and the establishment of the Roman Republic.
3. Tarquinius Superbus was besieging Ardea, a city of the Rutulians.
4. The place could not be taken by force, and the Roman army lay encamped beneath the walls.
5. He was soon elected to the Academy’s membership (although he had to wait until 1903 to be elected to the Society of American Artists), and in 1883 he opened a New York studio, dividing his time for several years between Manhattan and Boston.
6. As nothing was happening in the field, they mounted their horses to pay a surprise visit to their homes.

Figure 6.6: An example from the Wikipedia domain of the Discourse Coherence task.

instance is not coherent and the boldfaced text is from a different document. The incoherence can be found either by comparing characteristics of the entity being discussed or by the topic of the sentence group. Solving this task is non-trivial as it may require the ability to perform inference across multiple sentences.

In this task, we encode all sentences to vector representations and concatenate all of them \([x_1, x_2, x_3, x_4, x_5, x_6]\) as input to the classification model. Note that in this task, we use a hidden layer of 2000 dimensions with sigmoid activation in the classification model, as this is necessary for the classifier to use features based on multiple inputs simultaneously given the simple concatenation as input. We could have developed richer ways to encode the input so that a linear classifier would be feasible (e.g., use the element-wise products of all pairs of sentence embeddings), but we wish to keep the input dimensionality of the classifier small enough that the classifier will be learnable given fixed sentence embeddings and limited training data.

6.2.5 Sentence Section Prediction (SSP)

The Sentence Section Prediction (SSP) task is defined as determining the section of a given sentence. The motivation behind this task is that sentences within certain sections typically
1. The theory behind the SVM and the naive Bayes classifier is explored.
2. This relocation of the active target may be repeated an arbitrary number of times.

Figure 6.7: Examples from Sentence Section Prediction.

<table>
<thead>
<tr>
<th>Task</th>
<th>PDTB-E</th>
<th>PDTB-I</th>
<th>Ubuntu</th>
<th>RST-DT</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>9383</td>
<td>8693</td>
<td>5816</td>
<td>17051</td>
<td>10000</td>
</tr>
<tr>
<td>Dev.</td>
<td>3613</td>
<td>2972</td>
<td>1834</td>
<td>2045</td>
<td>4000</td>
</tr>
<tr>
<td>Test</td>
<td>3758</td>
<td>3024</td>
<td>2418</td>
<td>2308</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 6.1: Size of datasets in DiscoEval.

exhibit similar patterns because of the way people write coherent text. The pattern can be found based on connectives or specificity of a sentence. For example, “Empirically” is usually used in the abstract or introduction sections in scientific writing.

We construct the dataset from PeerRead [95], which consists of scientific papers from a variety of fields. The goal is to predict whether or not a sentence belongs to the Abstract section. After eliminating sentences that are too easy for the task (e.g., equations), we randomly sample sentences from the Abstract or from a section in the middle of a paper.\(^2\) Figure 6.7 shows two sentences from this task, where the first sentence is more general and from an Abstract whereas the second is more specific and is from another section. In this task, the input to the classifier is simply the sentence embedding.

Table 6.1 shows the number of instances in each DiscoEval task introduced above.

### 6.3 Models and Learning Criteria

Having described DiscoEval, we now discuss methods for incorporating discourse information into sentence embedding training. All models in our experiments are composed of a single encoder and multiple decoders. The encoder, parameterized by a bidirectional Gated Recurrent Unit (BiGRU; 38), encodes the sentence, either in training or in evaluation of the

\(^2\) We avoid sentences from the Introduction or Conclusion sections to make the task more solvable.
downstream tasks, to a fixed-length vector representation (i.e., the average of the hidden states across positions).

The decoders take the aforementioned encoded sentence representation, and predict the targets we define in the sections below. We first introduce Neighboring Sentence Prediction, the loss for our baseline model. We then propose additional training losses to encourage our sentence embeddings to capture other context information.

6.3.1 Neighboring Sentence Prediction (NSP)

Similar to prior work on sentence embeddings [98, 72], we use an encoded sentence representation to predict its surrounding sentences. In particular, we predict the immediately preceding and succeeding sentences. All of our sentence embedding models use this loss. Formally, the loss is defined as

\[ \text{NSP} = - \log p_{\theta}(s_{t-1}|s_t) - \log p_{\phi}(s_{t+1}|s_t) \]

where we parameterize \( p_{\theta} \) and \( p_{\phi} \) as separate feedforward neural networks and compute the log-probability of a target sentence using its bag-of-words representation.

6.3.2 Nesting Level (NL)

A table of contents serves as a high level description of an article, outlining its organizational structure. Wikipedia articles, for example, contain rich tables of contents with many levels of hierarchical structure. The “nesting level” of a sentence (i.e., how many levels deep it resides) provides information about its role in the overall discourse. To encode this information into our sentence representations, we introduce a discriminative loss to predict a sentence’s nesting level in the table of contents:

\[ \text{NL} = - \log p_{\theta}(l_t|s_t) \]
where $l_t$ represents the nesting level of the sentence $s_t$ and $p_\theta$ is parameterized by a feedforward neural network. Note that sentences within the same paragraph share the same nesting level. In Wikipedia, there are up to 7 nesting levels.

### 6.3.3 Sentence and Paragraph Position (SPP)

Similar to nesting level, we add a loss based on using the sentence representation to predict its position in the paragraph and in the article. The position of the sentence can be a strong indication of the relations between the topics of the current sentence and the topics in the entire article. For example, the first several sentences often cover the general topics to be discussed more thoroughly in the following sentences. To encourage our sentence embeddings to capture such information, we define a position prediction loss

$$\text{SPP} = -\log p_\theta(spt|st) - \log p_\phi(pp_t|st)$$

where $spt$ is the sentence position of $s_t$ within the current paragraph and $pp_t$ is the position of the current paragraph in the whole document.

### 6.3.4 Section and Document Title (SDT)

Unlike the previous position-based losses, this loss makes use of section and document titles, which gives the model more direct access to the topical information at different positions in the document. The loss is defined as

$$\text{SDT} = -\log p_\theta(st_t|s_t) - \log p_\phi(dt_t|s_t)$$

Where $st_t$ is the section title of sentence $s_t$, $dt_t$ is the document title of sentence $s_t$, and $p_\theta$ and $p_\phi$ are two different bag-of-words decoders.
Table 6.2: Results for SentEval and DiscoEval. The highest number in each column is boldfaced.

### 6.4 Experiments

#### 6.4.1 Setup

We train our models on Wikipedia as it is a knowledge rich textual resource and has consistent structures over all documents. Details on hyperparameters are in the supplementary material. When evaluating on DiscoEval, we encode sentences with pretrained sentence encoders. Following SentEval, we freeze the sentence encoders and only learn the parameters of the downstream classifier. The “Baseline” row in Table 6.2 are embeddings trained with only the NSP loss. The subsequent rows are trained with extra losses defined in Section 6.3 in addition to the NSP loss.

Additionally, we benchmark several popular pretrained sentence encoders on DiscoEval,
including Skip-thought,\(^3\) InferSent \([41]\),\(^4\) DisSent \([150]\),\(^5\) ELMo,\(^6\) and BERT.\(^7\) For ELMo, we use the averaged vector of all three layers and time steps as the sentence representations. For BERT, we use the averaged vector at the position of the “[CLS]” token across all layers. We also evaluate per-layer performance for both models in Section 6.5.

When reporting results for SentEval, we compute the averaged Pearson correlations for Semantic Textual Similarity tasks from 2012 to 2016 \([6, 7, 4, 3, 5]\). We refer to the average as unsupervised semantic similarity (USS) since those tasks do not require training data. We compute the averaged results for the STS Benchmark \([25]\), textual entailment, and semantic relatedness \([133]\) and refer to the average as supervised semantic similarity (SSS). We compute the average accuracy for movie review \([158]\); customer review \([80]\); opinion polarity \([218]\); subjectivity classification \([157]\); Stanford sentiment treebank \([189]\); question classification \([112]\); and paraphrase detection \([49]\), and refer to it as sentence classification (SC). For the rest of the linguistic probing tasks \([42]\), we report the average accuracy and report it as “Probing”.

6.4.2 Results

Table 6.2 shows the experiment results over all SentEval and DiscoEval tasks. Different models and training signals have complex effects when performing various downstream tasks. We summarize our findings below:

- On DiscoEval, Skip-thought performs best on RST-DT. DisSent performs strongly for PDTB tasks but it requires discourse markers from PDTB for generating training data.
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<table>
<thead>
<tr>
<th></th>
<th>ELMo</th>
<th>BERT-Base</th>
</tr>
</thead>
<tbody>
<tr>
<td>SentEval</td>
<td>0.8</td>
<td>5.0</td>
</tr>
<tr>
<td>DiscoEval</td>
<td>1.3</td>
<td>8.9</td>
</tr>
</tbody>
</table>

Table 6.3: Average of the layer number for the best layers in SentEval and DiscoEval.

BERT has the highest average by a large margin, but ELMo has competitive performance on multiple tasks.

- The NL or SPP loss alone has complex effects across tasks in DiscoEval, but when they are combined, the model achieves the best performance, outperforming our baseline by 0.7% on average. In particular, it yields 40.5% accuracy on PDTB-I, outperforming Skip-thought by 0.3%. This is presumably caused by the differing, yet complementary, effects of these two losses (NL and SPP).

- The SDT loss generally hurts performance on DiscoEval, especially on the position-related tasks (SP, BSO). This can be explained by the notion that consecutive sentences in the same section are encouraged to have the same sentence representations when using the SDT loss. However, the SP and BSO tasks involve differentiating neighboring sentences in terms of their position and ordering information.

- On SentEval, SDT is most helpful for the USS tasks, presumably because it provides the most direct information about the topic of each sentence, which is a component of semantic similarity. SDT helps slightly on the SSS tasks. NL gives the biggest improvement in SSS.

- In comparing BERT to ELMo and Skip-thought to InferSent on DiscoEval, we can see the benefit of adding information about neighboring sentences. Our proposed training objectives show complementary improvements over NSP, which suggests that they can potentially benefit these pretrained representations.

### 6.5 Analysis
Figure 6.8: Heatmap for individual hidden layers of BERT-Base (lower part) and ELMo (upper part).

**Per-Layer analysis.** To investigate the performance of individual hidden layers, we evaluate ELMo and BERT on both SentEval and DiscoEval using each hidden layer. For ELMo, we use the averaged vector from the targeted layer. For BERT-Base, we use the vector from the position of the “[CLS]” token. Figure 6.8 shows the heatmap of performance for individual hidden layers. We note that for better visualization, colors in each column are standardized. On SentEval, BERT-Base performs better with shallow layers on USS, SSS, and Probing (though not on SC), but on DiscoEval, the results using BERT-Base gradually increase with deeper layers. To evaluate this phenomenon quantitatively, we compute the average of the layer number for the best layers for both ELMo and BERT-Base and show it in Table 6.3. From the table, we can see that DiscoEval requires deeper layers to achieve better performance. We assume this is because deeper layers can capture higher-level structure, which aligns with the information needed to solve the discourse tasks.

**DiscoEval architectures.** In all DiscoEval tasks except DC, we use no hidden layer in the neural architectures, following the example of SentEval. However, some tasks are unsolvable
Table 6.4: Accuracies with baseline encoder on Discourse Coherence task, with or without a hidden layer in the classifier.

<table>
<thead>
<tr>
<th></th>
<th>Sentence Position</th>
<th>Binary Sentence Ordering</th>
<th>Discourse Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>77.3</td>
<td>84.7</td>
<td>87.0</td>
</tr>
<tr>
<td>BERT-Large</td>
<td>53.8</td>
<td>69.3</td>
<td>59.6</td>
</tr>
</tbody>
</table>

Table 6.5: Accuracies (%) for a human annotator and BERT-Large on Sentence Position, Binary Sentence Ordering, and Discourse Coherence tasks.

with this simple architecture. In particular, the DC tasks have low accuracies with all models unless a hidden layer is used. As shown in Table 6.4, when adding a hidden layer of 2000 to this task, the performance on DC improves dramatically. This shows that DC requires more complex comparison and inference among input sentences. Our human evaluation below on DC also shows that human accuracies exceed those of the classifier based on sentence embeddings by a large margin.

**Human Evaluation.** We conduct a human evaluation on the Sentence Position, Binary Sentence Ordering, and Discourse Coherence datasets. A native English speaker was provided with 50 examples per domain for these tasks. While the results in Table 6.5 show that the overall human accuracies exceed those of the classifier based on BERT-Large by a large margin, we observe that within some specific domains, for example Wiki in BSO, BERT-Large demonstrates very strong performance.

**Does context matter in Sentence Position?** In the SP task, the inputs are the target sentence together with 4 surrounding sentences. We study the effect of removing the surrounding 4 sentences, i.e., only using the target sentence to predict its position from the
Table 6.6: Accuracies (%) for baseline encoder on Sentence Position task when using downstream classifier with or without context.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>20</td>
</tr>
<tr>
<td>Baseline w/o context</td>
<td>43.2</td>
</tr>
<tr>
<td>Baseline w/ context</td>
<td>47.3</td>
</tr>
</tbody>
</table>

Table 6.6 shows the comparison of the baseline model performance on Sentence Position with or without the surrounding sentences and a random baseline. Since our baseline model is already trained with NSP, it is expected to see improvements over a random baseline. The further improvement from using surrounding sentences demonstrates that the context information is helpful in determining the sentence position.

6.6 Summary

In this chapter, we proposed DiscoEval, a test suite of tasks to evaluate discourse-related knowledge encoded in pretrained sentence representations. We also proposed a variety of training objectives to strengthen encoders’ ability to incorporate discourse information. We benchmarked several pretrained sentence encoders and demonstrated the effects of the proposed training objectives on different tasks. While our learning criteria showed benefit on certain classes of tasks, our hope is that the DiscoEval evaluation suite can inspire additional research in capturing broad discourse context in fixed-dimensional sentence embeddings.
CHAPTER 7

CONCLUSION

We summarize our contributions in this chapter to conclude this thesis, and discuss future works.

7.1 Summary of Thesis

This thesis made the following contributions to learning text representations and evaluations:

- We build weakly supervised text classifiers with Wikipedia documents and categories as training resources.

- Using Wikipedia category structure data, we pretrain text representations for natural language inference tasks.

- We add entity knowledge into text representations by leveraging Wikipedia documents and hyperlinks information. We also propose a standard benchmark suite EntEval to evaluate entity embedding.

- We train discourse knowledge injected sentence representations using Wikipedia text and document discourse structures. We also build a standard test suite DiscoEval to test the effectiveness of different sentence embedding.

7.2 Future Work

In extension of this thesis, the following directions can be explored.

Pretraining Text Representations with Knowledge More knowledge can be explored to be embedded into text representations. For instance, a knowledge graph with both struc-
tural links and text descriptions can be a good resource for learning text representations with rich knowledge. Some recent work [228] explored this direction.

Some work shows that pretrained models contain commonsense knowledge [201].

**Universal topic classifiers** In addition to the wikicat dataset, more datasets with weakly supervised signals can be explored. For instance, titles of articles could be considered as signals for topic classifications. The same applies for web pages with page titles, headers, or tweets with hashtags, or any other documents with naturally annotated tags. Harvesting such free resources online for document classification is a direction worth trying.

**Combing multiple training signals** In this thesis we considered multiple knowledge resources to be added into text representations. It would be natural to combine all the knowledge into a single model.

A single BERT based model could be a natural way to unify all training signals. However, different training losses may be conflicting each other, so more research is needed regarding how to properly combine all the knowledge.

In fact, for EntEval, we tried to fine-tune a BERT encoder with bag of words decoder, but the performance drops after fine-tuning. It is trivial to build a BERT based entity encoder from our experience.
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