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ABSTRACT

Circuit complexity is a branch of computational complexity theory in which we study complexity measures including size and depth, where the computation models are circuits instead of Turing machines. Little is known for general circuits, while there are nontrivial results in some restricted circuit models. This dissertation consists of three contributions related to low-depth circuit complexity.

The first contribution answers the following question: what is the minimum depth required to compute good codes by linear-size circuits? Good codes have both constant code rate and constant relative distance, and size of the circuit is defined to be the number of wires instead of gates since the fan-in is unbounded. We prove the answer is $\Theta(\alpha(n))$, where $\alpha(n)$ is the inverse Ackermann function. The lower bound applies to unrestricted circuits, and the proof is a graph-theoretic argument relying on a lemma by Raz and Shpilka (2003), and a connection between good codes and densely regular graphs by Gál et al. (2013). The upper bound is inspired by the recursive construction of superconcentrators; we prove a similar recursion exists. The upper bound tightens the previous result $O(\log^* n)$ by Gál et al.

In the algebraic setting over large field, we show a close connection between superconcentrators and good codes. For example, we prove any superconcentrator with $n$ inputs and $n + \Theta(n)$ outputs computes a good code, by replacing each vertex with an addition gate and assigning the coefficient for each edge uniformly at random. We also show the potential application of the above “superconcentrator codes” in Network Coding.

The second contribution is about conservative circuits and routing networks. Our original motivation is to study the circuit complexity of the (cyclic) Shift operator, which takes $n + \log n$ input bits and outputs $n$ bits. We propose the definition of the Expansive Routing Family (ERF) network based on some entropy property satisfied by the Shift operator, with the aim to extend lower bounds from conservative circuits to a more general model which allows arbitrary preprocessing and a final layer of postprocessing. However, it turns out there exist small-size ERF networks. For depth 2 and 3, we obtain tight bound-
s $\Theta\left(n(\log n/\log \log n)^2\right)$ and $\Theta(n \log n)$ respectively; for depth $d \geq 4$, we prove lower bound $\Omega_d\left(\lambda_d(n) \cdot n\right)$.

We propose the research challenge to develop a powerful and broadly-applicable set of techniques for both upper bounding and lower bounding the wire complexity of routing networks for given specific demands. Towards this challenge, we significantly generalize the Pippenger-Yao lower bound for shifts based on the concept of entropy, which can be applied to any multirequests; for constant depth $d$, we construct size-$O\left(d n^{1+\frac{1}{d}}\right)$ routing network realizing all shifts, where the size is optimal up to a constant factor.

The third contribution is about the $\text{AC}^0$ complexity of subgraph isomorphism. Let $\text{SUBGRAPH}(P)$ denote the problem of deciding whether a given $n$-vertex graph $G$ contains a subgraph isomorphic to $P$. Let $C(P)$ denotes smallest possible exponent $C(P)$ for which $\text{SUBGRAPH}(P)$ possesses bounded-depth circuits of size $n^{C(P)+o(1)}$. Motivated by the previous research in the area, we also consider its “colorful” version, and the average-case version $\text{SUBGRAPH}_{\text{ave}}(P)$ under the Erdős-Rényi random graphs. Let us define $C_{\text{col}}(P)$ and $C_{\text{ave}}(P)$ analogously to $C(P)$.

For the average-case version, we give a characterization of $C_{\text{ave}}(P)$ in purely combinatorial terms up to a multiplicative factor of 2. The lower bound closely follows Rossman’s techniques [73]. For the worst-case colored version, we prove $C_{\text{col}}(P) = \Omega\left(\frac{\text{tw}(P)}{\log \text{tw}(P)}\right)$, where $\text{tw}(P)$ denotes the tree width of $P$. The lower bound is obtained in the average case, and is tight up to a logarithmic factor.

We also prove some structural results suggesting that the colorful version of the subgraph isomorphism problem is much better structured and well-behaved than the standard (worst-case, uncolored) one. This suggests that new techniques may be required to solve the worst-case uncolored version.

The first two contributions are joint work with Andrew Drucker [23, 24], and the third contribution is joint with Alexander Razborov and Benjamin Rossman [54].
CHAPTER 1
INTRODUCTION

1.1 Background

Circuit complexity is a branch of complexity theory, where the computational models are circuits instead of Turing machines. Generally, a circuit \( C \) is a directed acyclic graph with some vertices specified as inputs and outputs, where inputs have no incoming edges and outputs may have outgoing edges; and each non-input vertex (gate) \( v \) computes a function from \( \{0, 1\}^{\text{deg}(v)} \to \{0, 1\} \) over the Boolean setting, where \( \text{deg}(v) \) denotes the indegree of \( v \), which is called the fan-in of the gate. If \( C \) has \( n \) inputs and \( m \) outputs, we can define a function (or operator, if \( m > 1 \)) \( \{0, 1\}^n \to \{0, 1\}^m \) computed by \( C \) in the natural way.

Different types of circuits impose different restrictions on the functions allowed to be computed by individual gates, and the topology of the underlying graph including its size, depth, fan-in, and so on. For example, the complete binary basis model is the class of circuits where each gate has fan-in at most 2, and can compute any unary or binary function. Size and depth are two major complexity measures, where size is defined to be the number of gates or the number of wires (edges), depending on the circuit model, and depth is the length of the longest path from input to output.

In some cases, the types of allowed gates does not matter. For example, using only a constant number of AND, OR, NOT gates, we can simulate any binary/unary function, and thus both size and depth only vary by a constant factor in these two models, provided fan-out is unrestricted.

In general, circuits are universal computation models, because any function \( f : \{0, 1\}^n \to \{0, 1\} \) can be computed by circuit of size \( O\left(\frac{2^n}{n}\right) \) over the complete binary basis. Also we can simulate Turing machines using circuits. Let \( (f_n)_{n \geq 1} \), where \( f_n : \{0, 1\}^n \to \{0, 1\} \), be a decision problem computable by some Turing machine in time \( T(n) \). It is known that \( f_n \) can be computed by size-\( O(T(n) \log T(n)) \) circuit. On the other hand, circuits are more powerful
in the sense of non-uniformity, that is, functions \((f_n)_{n \geq 1}\) which are efficiently computable by small-size circuits may not be Turing machine computable since the circuit may vary in \(n\) arbitrarily as \(n\) grows.

Given a decision problem encoded by a sequence of Boolean functions \((f_n)_{n \geq 1}\), where \(f_n : \{0,1\}^n \rightarrow \{0,1\}\), and fixing a circuit model, we are interested in finding a sequence of circuits \((C_n)_{n \geq 1}\) computing \((f_n)_{n \geq 1}\), while minimizing certain complexity measures. And we would be interested in both lower bounds and upper bounds. The ultimate goal in circuit complexity is to prove that some function in \(NP\) cannot be computed by polynomial-size circuits, which will imply \(P \neq NP\). However, it seems that we are very far from this goal, in terms of both results proved and techniques available.

Upper bounds may also be interesting, because the existence of small circuits may shed light on the design of efficient algorithms. Sometimes, there exist surprisingly small circuits satisfying certain properties, which may help us better understand the lower bound approach.

Keeping the ultimate goal in mind, the reality is somewhat embarrassing. For the complete binary basis model, only \(3n - o(n)\) lower bounds were known, e.g., [13], which was recently improved to \((3 + \frac{1}{86}) n - o(n)\) [30]. For the obvious reason, researchers turn their attention to restricted circuit models, and some highly nontrivial results have been obtained. Such restricted models include

- **formulas**, where each gate has fan-out at most one. In other words, intermediate computation results cannot be reused;

- **monotone circuits**, where each gate is of fan-in 2 and is either AND or OR, and thus the circuits can only compute monotone functions;

- **\(AC^0\) circuits**, where the size is polynomial in \(n\), and depth of circuits is a constant, \(^1\) and only AND, OR, NOT gates (with unbounded-fan) are allowed;

---

\(^1\) The constant can be arbitrarily large but must remain fixed as the number of inputs \(n\) goes to infinity.
- \( AC^0[m] \) circuits, which are \( AC^0 \) circuits adding \( MOD_m \) gates, where \( MOD_m \) outputs 1 if and only if the sum of the inputs is a multiple of \( m \);

- \( ACC^0 \) circuits, which are the collection of \( AC^0[m] \) circuits for all \( m \geq 2 \);

- arithmetic circuits, where each gate computes either + or \( \times \) over some underlying field;

- conservative circuits, where the inputs have two parts, say \( x \) and \( i \), and all gates become projection gates after \( i \) is fixed;

- unrestricted circuit of bounded depth, where each gate can compute any function, and the size is defined to be the number of wires since fan-in is unbounded. Observe that any single-output function can be computed by one gate and \( n \) wires, and thus we study the wire complexity of operators in this model.

One hope is that understanding restricted circuit models will help us understand the unrestricted case better, and we may be able to remove the restrictions gradually. On the other hand, key results in this area also involve beautiful insights, which are easy to state and appreciate. In the next section, we review some (far from comprehensive) known results in this field classified by the methods.

1.2 Methods in Circuit Complexity

Counting

In the counting method (due to Shannon), we count the number of small-size circuits, and the number of different functions, and we conclude that there exists some function which cannot be computed by a small-size circuit. For the complete binary basis, Shannon (1949) proved that most \( n \)-variable Boolean functions require circuit size at least \( \frac{2^n}{n} \) for sufficiently large \( n \) [80]. For formulas, Riordan and Shannon (1942) proved that most \( n \)-variable Boolean functions require size \( \Omega \left( \frac{2^n}{\log n} \right) \) [72]. Similar arguments can be carried to other circuit models, for example, linear (arithmetic) circuits [49].
Like many other difficult problems, it is easy to show a *random* object satisfies the desired property, while it is challenging to prove that some *explicit* object satisfies the desired property. (In theoretical computer science, we have several precise notions of explicitness, e.g., a sequence of functions \((f_n)_n\) may be considered explicit if the truth table of \(f_n\) can be generated by a Turing machine on input \(n\), for all \(n\).)

**Gate Elimination**

Gate elimination refers to the following method: for *any* circuit computing \(f_n \in C\), where \(C\) denotes a class of non-constant target functions, we can set one variable to constant such that the circuit gets simplified, that is, the number of gates (or other sophisticated complexity measure) is decreased by \(\geq c\) per variable fixed, and the remaining function \(f_n - 1\) still belongs to \(C\). By induction, we conclude that \(f_n\) has circuit lower bound \(cn - o(n)\).

This method has been used to prove circuit lower bound since 1960s. To name a few, Paul [62] proved a \(2.5n\) lower bound for a storage access function, and Blum [13] proved \(3n - o(n)\) lower bound for a similar function. Recently, Find et al. [30] proved a \((3 + \frac{1}{86})n - o(n)\) lower bound for *affine dispersers*, where explicit affine dispersers had been constructed by Ben-Sasson and Koparrty [11]. All the results above are proved under the complete binary basis. For other restricted basis, slightly better lower bounds are known, for example, \(5n - o(n)\) lower bound was known when parity and its negation are forbidden [44].

One limitation of the gate elimination method is that, when simplifying the circuit, only *local* information about the circuit is used. It appears likely that the gate elimination-type methods cannot achieve superlinear lower bounds for *general* circuits.

**Random Restrictions — Switching Lemma**

Instead of setting one variable to constant, what if a fraction of variables are set to constants at random? This motivates the definition of *random restrictions*, which have been successfully applied to many circuit models. The argument is similar as the gate elimination
method, that is, by repeatedly applying random restrictions, we argue that the circuit can be simplified, i.e., the size or the depth is shrinking, and finally reach a contradiction. The random restriction method dates back to at least 1961, when Subbotovskaya used the idea to prove an \( n^3 \) lower bound for the formula size of parity function, that is, she showed that the size of any DeMorgan formula can be considerably reduced by setting some variables to constants randomly.

This method finds its most successful application in \( \text{AC}^0 \) circuits. Note that \( \text{AC}^0 \) circuits can be rearranged into layered circuits, where each layer consists of only AND or OR gates alternatively, and all NOT gates are pushed to the inputs. After applying a random restriction, if we can show that an AND of ORs can be rewritten as an OR of ANDs (or vice versa), then the depth of the circuit can be reduced by one. Using this idea, Furst, Saxe and Sipser [32] were the first to prove parity function is not in \( \text{AC}^0 \), and it was improved by Ajtai [4], Yao [86], and Håstad [41]. The lemma proved by Håstad [41] is the most powerful, and has been widely applied for the \( \text{AC}^0 \) circuit model, which has become well understood.

Not very long time ago, Rossman invented a top-down argument based on the switching lemma to prove average-case lower bounds for the \( k \)-clique [73] and \( st \)-connectivity problem [75]. Compared to the previous bottom-up argument, which repeatedly applies switching lemma to eliminate the last layer, the top-down argument involves some completely new ideas.

**Approximation**

The approximation argument goes like this:

1. First, define a class of good functions, and define a distance measure over all Boolean function;

2. Then, show that small-size circuit is close to good functions, while the candidate hard function is far from good.
In 1985, Razborov [70] proved the first superpolynomial lower bound of the clique function for monotone circuits, which is a landmark result. Later, it was improved to exponential by Alon and Boppana [2].

Besides monotone circuits, approximation method has also been successfully applied to $\text{AC}^{0}[p]$ circuit, where $p$ is a prime. Razborov [71] proved that the majority function is not in $\text{AC}^{0}[2]$, and Smolensky [81] extended the result showing that the $\text{MOD}_q$ function is not in $\text{AC}^{0}[p]$, when $p$ and $q$ are coprime.

**Graph-theoretic Methods**

A graph property is some property of a circuit that depends only on its graph structure. Graph-theoretic arguments, articulated by Valiant in [84], consist of two steps:

1. Show that, in order to compute a given function/operator, the circuit must satisfy some graph property $P$;

2. Show that any graph satisfying property $P$ must have a large number of edges.

Valiant observed that any circuit computing cyclic convolution must be a so called superconcentrator. A graph is a superconcentrator if for any equal-size subsets of inputs and outputs, there exists a family of vertex-disjoint paths connecting them. However, he showed the existence of superconcentrators with linear number of edges (in the number of its inputs and outputs).

For constant depth $d \geq 4$, Dolev et al. [21] proved that the minimum size of depth-$d$ superconcentrator is $\Theta(\lambda_{d}(n) \cdot n)$, where $\lambda_{2}(n) = \Theta(\log(n))$, $\lambda_{4}(n) = \Theta(\log^{*}(n))$, and so on. For depth 3, Alon and Pudlák proved that the minimal size is $\Theta(n \log \log n)$. For depth 2, Radhakrishnan and Ta-Shama [78] proved that the size is $\Theta(n \log^{2} n / \log \log n)$.

All the lower bounds for superconcentrators above imply wire lower bounds for bounded-depth circuits (with unbounded fan-in and unrestricted $^2$ gates) for certain operators includ-

---

2. Unrestricted gates can compute any function. Thus, under this model, we consider multi-output functions, called operators, and measure the size by the number of wires instead of gates.
ing cyclic convolution and discrete Fourier transform. Using similar techniques, Raz and Shpilka [77] proved that for depth-$d$ unrestricted circuits, matrix multiplication over $GF(2)$ requires $\Omega_d(\lambda_d(n) \cdot n)$ wires, where the proof is based on a lemma strengthening Pudlák’s [65] and Dolev et al.’s [21].

**Communication Complexity**

Karchmer and Wigderson [52] related circuit depth with the complexity of the following communication game:

- Given function $f$, there are two players Zero and One, where player Zero receives an input $x$ such that $f(x) = 0$ and player One receives an input $y$ such that $f(y) = 1$;

- Two players send bits to each other, until they agree on an $i \in [n]$ such that $x_i \neq y_i$.

The minimum number of bits required is denoted by $C_{KW}(f)$ in the min-max way. They showed that $C_{KW}(f)$ is exactly the minimum depth among all circuits (over the complete binary basis) computing $f$. Using this connection, they proved that $st$-connectivity of an undirected graph on $n$ vertices requires depth $\Omega(\log^2 n)$ for all monotone circuits.

Of course, our selections of results and methods are far from complete. Interested readers can read Jukna’s book [50] to learn more about circuit complexity. In the next section, we will describe our contributions in the area.

### 1.3 Our Contributions

The thesis consists of three themes of results organized in three separate chapters, where the first two are joint work with Drucker [23, 24], and the third is joint with Razborov and Rossman [54].
Chapter 2: Good Codes

In Chapter 2, we answer the following question: what is the minimum depth required to compute good codes by a linear-size circuit? Since the fan-in is unbounded, size is defined to be the number of wires. A code $C : \{0,1\}^n \rightarrow \{0,1\}^m$ is called good code if $m = O(n)$ and the Hamming distance between any two distinct code words is at least $\Omega(n)$.

For the lower bound, we show that depth $\Omega(\alpha(n))$ is required by linear-size unrestricted circuits, where $\alpha(n)$ is the inverse of Ackermann function. The proof is a graph-theoretic argument relying on a lemma by Raz and Shpilka [77], and a connection between good codes and densely regular graphs by Gál et al. [34]. Let us mention that in [34], tight size lower bounds are proved for all constant depths.

For the upper bound, we show there exist good codes computable by linear-size linear (arithmetic) circuits of depth $O(\alpha(n))$, where the previous best result is of depth $O(\log^* n)$ [34], and is of depth $O(\log n)$ for explicit codes [82]. The proof is inspired by the recursive construction of superconcentrators [21]; we prove a similar recursion holds for good codes. This upper bound suggests that all the known explicit circuits for good codes are far from optimal in terms of depth.

In the algebraic setting over large field, we show a close connection between super concentrators and good codes. For example, any superconcentrator with $n$ inputs and $cn$ outputs, $c > 1$, computes a good code with distance at least $(c-1)n$, by replacing each vertex with an addition gate and assigning the coefficient for each edge uniformly at random. It is known that any circuit computing good codes should satisfy some superconcentrator-type property [34, 82], our result shows a connection in the reverse direction. It suggests that there is a close connection between graph-theoretic properties of the circuit and algebraic properties of the function computed by that circuit. Hopefully, there are more such connections to be discovered.

We show that the above “arithmetic circuit” with the underlying graph being a superconcentrator satisfies some nice entropy properties (called lossless decodable), which may have
potential application in Network Coding, especially given that fact that there are explicit constructions of linear-size logarithmic-depth superconcentrators [1].

Chapter 3: Conservative Circuits and Routing Networks

Research in this chapter is motivated by studying the circuit complexity of the (cyclic) Shift operator, which takes two inputs \( x \in \{0,1\}^n \) and \( i \in \{0,1,\ldots,n-1\} \), and outputs \((x_1+i, x_2+i, \ldots, x_n+i) \in \{0,1\}^n\), where the indices are computed module \( n \). Although this is a very simple function, its circuit complexity is poorly understood. For example, it is unknown whether it can be computable by \( O(n) \)-size, and \( O(\log n) \)-depth circuit. Even for constant depths, the gap between lower bounds and upper bounds is significant.

In [69], Pippenger and Yao (in a somewhat different theoretical context) proved that for constant depth \( d \), the smallest conservative circuit computing the Shift operator is of size \( O\left( n^{1+\frac{1}{d}} \right) \). In order to extend the lower bounds to more general circuit model, we propose to study the semiconservative circuit, where we allow arbitrary preprocessing on \( x \) and \( i \) individually, and then combined together by a conservative circuit with a final layer of postprocessing. We observe that Shift operator satisfies some nice entropy property, and propose the definition of the Expansive Routing Family (ERF) network, of which lower bounds will imply circuit lower bounds for the semiconservative circuits.

However, it turns out the ERF does not give good lower bounds comparable to \( \Omega\left( n^{1+\frac{1}{d}} \right) \). For depth 2, we prove that the size of the smallest ERF network is \( \Theta\left( n(\log n/\log \log n)^2 \right) \); for depth 3, we prove the size is \( \Theta(n \log \log n) \). For fixed depth \( d \geq 4 \), we prove lower bound \( \Omega\left( \lambda_d(n) \cdot n \right) \) relying on the lemma by Raz and Shipilka [77]. Both the lower bounds and upper bounds are inspired by superconcentrators, but the upper bound constructions for routing networks are more complicated.

We propose the research challenge to develop a powerful and broadly-applicable set of techniques for both upper bounding and lower bounding the wire complexity of routing network for given specific demands. This challenge seems natural and important, but is little
studied in its full generality. Towards this challenge, we generalize the lower bound in [69] based on the concept of entropy, which can be applied to any multirequests, not only shifts; for the upper bound, we construct size-$O\left(dn^{1+\frac{1}{d}}\right)$ routing networks of constant depth $d$ realizing all shift permutations, which matches the lower bound $dn^{1+\frac{1}{d}}$ by Pipppenger and Yao [69] up to a constant factor.

Chapter 4: Subgraph Isomorphism

In Chapter 4, we study the $AC^0$ complexity of subgraph isomorphism, where the subgraph (called a “pattern”) is fixed. Let $\text{SUBGRAPH}(P)$ denote the problem of deciding whether a given graph $G$ contains a subgraph isomorphic to $P$.

Let $C(P)$ denotes smallest possible exponent $C(P)$ for which $\text{SUBGRAPH}(P)$ possesses bounded-depth circuits of size $n^{C(P)+o(1)}$. Motivated by the previous research in the area, we also consider its “colorful” version $\text{SUBGRAPH}_{\text{col}}(P)$ in which the target graph $G$ is $V(P)$-colored, and the average-case version $\text{SUBGRAPH}_{\text{ave}}(P)$ under the distribution $G(n, n^{-\theta(P)})$, where $\theta(P)$ is the threshold exponent of $P$. Let us define $C_{\text{col}}(P)$ and $C_{\text{ave}}(P)$ analogously to $C(P)$.

For the average-case version, we give a characterization of $C_{\text{ave}}(P)$ in purely combinatorial terms up to a multiplicative factor of 2, which is a graph parameter called $\kappa(P)$. The lower bound closely follows Rossman’s techniques in [73]. The upper bound is by observing the dual form of $\kappa(P)$, and it suggests that Rossman’s techniques are tight for any patterns.

For the worst-case colored version, we prove $C_{\text{col}}(P) = \Omega\left(\frac{tw(P)}{\log tw(P)}\right)$, where $tw(P)$ denotes the tree width of $P$. The lower bound is obtained in the average case, where the distribution for colored random graphs is carefully chosen tailored to $P$. Since this problem can be solved in $n^{tw(P)+O(1)}$ time [8] (and also by $AC^0$ circuit of the same size [9]), the lower bound is tight up to a logarithmic factor.

To compare the colored with uncolored version, we prove that if $Q$ is a minor of $P$ then $\text{SUBGRAPH}_{\text{col}}(Q)$ is reducible to $\text{SUBGRAPH}_{\text{col}}(P)$ via a linear-size monotone projection. At
the same time, we show that there is no monotone projection that reduces $\text{Subgraph}(M_3)$ to $\text{Subgraph}(P_3 + M_2)$ ($P_3$ is a path on 3 vertices, $M_k$ is a matching with $k$ edges, and “+” stands for the disjoint union). This result suggests that the colorful version of the subgraph isomorphism problem is much better structured and well-behaved than the standard (worst-case, uncolored) one. Thus different techniques may be required to solve the worst-case uncolored case.
CHAPTER 2
MINIMUM DEPTH REQUIRED TO COMPUTE GOOD CODES IN LINEAR SIZE

2.1 Introduction

Studying the complexity of encoding/decoding is a fundamental task in theoretical computer science. Given a class of codes with certain parameters, we are interested in understanding the complexity of computing them, where the complexity measures include time, space, parallelism, etc. Results of this kind may shed light on the designing of (explicit) codes to be used in practice. In this chapter, we consider the class of codes with constant code rate, and constant error-correcting rate, which are sometimes called good codes.

Bazzi and Mitter [14] proved that linear time and sublinear space is not sufficient to compute good codes in the computational model of algebraic branching programs. For AC^0 circuits, i.e., polynomial-size circuits consists of AND/OR/NOT gates with unbounded fan-in, it is not difficult to prove that they cannot compute good codes using the switching lemma. In fact, Lovett and Viola [53] proved that the statistical distance between the distribution sampled by any AC^0 circuit with the uniform distributions over any good code is inverse-polynomially close to one. Beck et al. [12] strengthened their results by showing the distance is exponentially close to one.

In [34], Gál et al. studied the complexity of computing good codes by circuits consisting of arbitrary gates with unbounded fan-in, which can be regarded as the most general and powerful circuit model. For all constant depths, they obtained tight bounds on the size of the circuits. For depth \( d = 2 \), the size is \( \Theta \left( n (\log n / \log \log n)^2 \right) \); for \( d = 3 \), the size is \( \Theta(n \log \log n) \); for \( d \geq 4 \), the size is \( \Theta_d \left( \lambda_d(n) \cdot n \right) \). The lower bound belongs to graph-theoretical methods, articulated by Valiant in [84]. Specifically, they proved that any circuit computing good codes should be densely regular (viewed as a directed acyclic graph); the lower bound follows from the edge lower bounds of densely regular graphs by Pudlák [65].
Their upper bounds are recursive constructions based on the concept of range detectors, and the circuits consist of XOR gates only.

Gelfand et al. proved that there exist good codes computable by linear-size circuits [22]. For the first time, Sipser and Spielman constructed good codes which are encodable by explicit linear-size logarithmic-depth circuits, also decodable by $O(n \log n)$-size circuits [82, 83]. Later, Guruswami and Indyk gave an improved construction with better code rate and error-correction rate [33]. Gál et al. [34] proved that if the depth is $\log^* n$, then there exist linear-size circuits computing good codes.

We believe it is interesting to answer the following question: what is the minimum depth required to compute good codes by linear-size circuits? Note that sublinear size is obviously impossible. We prove the answer is $\Theta(\alpha(n))$, where $\alpha(n)$ is the inverse Ackermann function. Considering the inverse Ackermann function is an extremely slow-growing function, our result suggest that known explicit circuits for encoding good codes are not optimal in terms of depth.

In the algebraic setting over large field $\mathbb{F}$, we prove that any superconcentrator with $n$ inputs and $cn$ outputs, $c > 1$, computes a good code with minimum distance $\geq (c - 1) \cdot n$, if we replace all vertices by addition gates over $\mathbb{F}$, and choose the coefficients on each edge uniformly at random, assuming the size of the field $\mathbb{F}$ is large enough. It is known that any circuit computing good codes should satisfy some superconcentrator-type properties [34, 82]. Our result shows a partial result in the inverse direction, and it suggests that there is a close connection between graph-theoretic properties and algebraic properties.

Furthermore, we show the above (linear) arithmetic circuit with the underlying graph being a superconcentrator may be used in Network Coding. Because information gets “mixed” rapidly, such network codings have some nice entropy properties (called lossless decodable and will be defined in Section 2.5). Since there are small-size explicit constructions of superconcentrators [1], we hope such network codes will have some impact in practice.
2.2 Depth Lower Bound

Let $F$ be any finite field. In this section, we will prove, in order to compute good codes $C : F^n \to F^{cn}$ using $O(n)$ wires, depth $\Omega(\alpha(n))$ is required under the arbitrary gates model. That is, each gate can compute any function $F^s \to F$, where $s$ is the fan-in of the gate, and $s$ is unbounded. The proof is based on the connection between good codes and densely regular graphs by Gál et al. [34], and a lemma by Raz and Shpilka [77].

**Definition 1** (Definition 2.3 in [77]). For a function $f$, define $f^{(i)}$ to be the composition of $f$ with itself $i$ times. For a function $f : \mathbb{N} \to \mathbb{N}$ such that $f(n) < n$ for all $n > 0$, define

$$f^*(n) := \min\{i : f^{(i)}(n) \leq 1\}.$$  

Let

$$\lambda_1(n) := \lfloor \sqrt{n} \rfloor,$$

$$\lambda_2(n) := \lceil \log n \rceil,$$

$$\lambda_d(n) := \lambda_{d-2}^*(n).$$

**Definition 2** (Inverse Ackermann Function). For any positive integer $n$, let

$$\alpha(n) := \min\{d : \lambda_d(n) \leq d\}.$$  

In the literature, there is another definition of the inverse Ackermann function, which varies by at most a multiplicative constant factor.

**Definition 3.** (Pudlák [65]) Let $G$ be a directed acyclic graph with $n$ inputs and $n$ outputs. Let $0 < \epsilon, \delta$ and $0 \leq \mu \leq 1$. We say $G$ is $(\epsilon, \delta, \mu)$-densely regular if for every $k \in [\mu n, n]$, there are probability distributions $X$ and $Y$ on $k$-element subsets of inputs and outputs resp.,
such that for every $i, j \in [n]$,

$$\Pr_{X \in \mathcal{X}} [i \in X] \leq \frac{k}{\delta n}, \quad \Pr_{Y \in \mathcal{Y}} [i \in Y] \leq \frac{k}{\delta n},$$

and the expected number of vertex-disjoint paths from $X$ to $Y$ is at least $\epsilon k$ for randomly chosen $X \in \mathcal{X}$ and $Y \in \mathcal{Y}$.

Code $C : \mathbb{F}^n \rightarrow \mathbb{F}^cn$ is called a $(\rho, \delta)$-good code if $\rho \leq \frac{1}{c}$ and the Hamming distance between any two distinct code words is at least $\delta n$.

**Corollary 4. (Corollary 15 in Gál et al. [34])** Let $0 < \rho, \delta < 1$ be constants and $C$ be a circuit computing a $(\rho, \delta)$-good code. If we extend the circuit by $(1 - \rho)n$ dummy inputs, then its underlying graph is $(\rho \delta, \rho, \frac{1}{n})$-densely regular.

The following lemma is a powerful strengthening the lower bounds of superconcentrators in [65] and [21].

**Lemma 5** (Lemma 1.1 in Raz and Shpilka [77]). For any $0 < \epsilon < \frac{1}{400}$ and any layered directed acyclic graph $G$ of depth $d$, with more than $n$ vertices and less than $\epsilon \cdot n \cdot \lambda_d(n)$ edges, the following is satisfied: for some $k$ such that $\sqrt{n} \leq k = o(n)$, there exist subsets $I \subseteq I_G, O \subseteq O_G$ and $V \subseteq V_G$ such that

- $|I|, |O| \leq 5\epsilon \cdot d \cdot n$;
- $|V| = k$;
- The number of directed paths from $I_G \setminus I$ to $O_G \setminus O$, that do not pass through vertices in $V$, is at most $\epsilon \cdot \frac{n^2}{k}$.

**Corollary 6.** For fixed constants $0 < \epsilon', \delta \leq 1$, if the directed acyclic graph $G$ with $n$ inputs, $n$ outputs and $O(n)$ edges is $(\epsilon', \delta, \frac{1}{n})$-densely regular, then depth

$$d \geq \alpha(n) - 2,$$
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for \( n \) large enough, say, \( n \geq N \), where \( N \) only depends on \( \epsilon', \delta \) and the hidden constant in \( O(n) \).

**Proof.** Let \( S \) denote the number of edges, where \( S \leq tn \), and \( t > 0 \) is a constant. It is clear that we can convert \( G \) into a layered graph \( G' \) such that \( G' \) is still \( (\epsilon, \delta, \frac{1}{n}) \)-densely regular and \( |E(G')| \leq dS \).

Let 

\[
\epsilon := \frac{\delta^2 \epsilon'}{500d}.
\]

We claim \( |E(G')| \geq \epsilon \cdot n \cdot \lambda_d(n) \), which will imply \( S \geq \frac{\delta^2 \epsilon'}{500d^2} \cdot \lambda_d(n) \cdot n \). Combining it with the condition \( S \leq tn \), we have

\[
\lambda_d(n) \leq \frac{500t}{\delta^2 \epsilon'} \cdot d^2.
\]

Thus,

\[
\lambda_{d+2}(n) = \min \left\{ i : \lambda_d^{(i)}(n) \leq 1 \right\} \\
\leq \min \left\{ i : \lambda_d^{(i-1)} \left( \frac{500d^2t}{\delta^2 \epsilon'} \right) \leq 1 \right\} \\
\leq \log \left( \frac{500t}{\delta^2 \epsilon'} \cdot d^2 \right) - 1 \\
\leq d + 2,
\]

assuming \( d \) is large enough, only depending on \( \delta, \epsilon, t \). Thus, \( d \geq \alpha(n) - 2 \) for sufficiently large \( n \).

Assume for contradiction that \( |E(G')| < \epsilon n \cdot \lambda_d(n) \). By Lemma 5, there exists integer \( k \) satisfying \( \sqrt{n} \leq k = o(n) \), and there exist \( I \subseteq I_G, O \subseteq O_G \), and \( V \subseteq V_G \) such that the conditions in Lemma 5 are satisfied.

Consider \( \frac{10k}{\epsilon} \)-element inputs \( X \) and outputs \( Y \) drawn from the distribution \( \mathcal{X}, \mathcal{Y} \) in
Definition 3. By definition, we know
\[ \mathbb{E}_{X,Y} [p(X,Y)] \geq \epsilon' \cdot \frac{10k}{\epsilon'} = 10k , \]
where \( p(X,Y) \) denotes the maximum number of vertex-disjoint paths connecting \( X \) and \( Y \) in graph \( G' \).

On the other hand,
\[ p(X,Y) \leq |X \cap I| + |Y \cap O| + |V| + p(X \setminus I, Y \setminus O, V) , \tag{2.1} \]
where \( p(X \setminus I, Y \setminus O, V) \) denotes the maximum number of vertex-disjoint paths connecting \( X \setminus I \) and \( Y \setminus O \), avoiding vertices \( V \). Let us estimate the right hand side of (2.1).

\[ \mathbb{E}_X [X \cap I] = \sum_{u \in I} \Pr[u \in X] \leq 5\epsilon d n \cdot \frac{10k}{\epsilon \delta n} \leq \frac{k}{10} . \tag{2.2} \]
Similarly,
\[ \mathbb{E}_Y [Y \cap O] \leq \frac{k}{10} . \tag{2.3} \]
By Lemma 5, we know that
\[ \sum_{x \in G' \setminus I \atop y \in G' \setminus O} p(x,y,V) \leq \epsilon \cdot \frac{n^2}{k} , \]
therefore,
\[ \mathbb{E}_{X,Y} [p(X \setminus I, Y \setminus O, V)] \leq \sum_{x \in G' \setminus I \atop y \in G' \setminus O} \Pr[x \in X, y \in Y] \cdot p(x,y,V) \leq \left( \frac{k}{\delta n} \right)^2 \cdot \epsilon \cdot \frac{n^2}{k} \leq \frac{\epsilon' k}{500d} . \tag{2.4} \]
Thus, combining (2.1), (2.2), (2.3) and (2.4), we have

$$E[X,Y[p(X,Y)] \leq k/10 + k/10 + k + \epsilon'k/500d < 2k,$$

contradicting with $E[p(X,Y)] \geq 10k$. \qed

The following depth lower bound is immediate from Corollary 4 and 6. Since Corollary 4 holds for the unrestricted circuit model, i.e., arbitrary gates of unbounded fan-in over any finite field, \(^1\) the following corollary also holds for the unrestricted circuit model.

**Corollary 7.** Let $\rho, \delta > 0$ be constants. Any circuit computing $(\rho, \delta)$-good codes with $n$ inputs using $cn$ edges, $c > 0$ constant, requires depth at least $\alpha(n) - 2$ for sufficiently large $n$, where this sufficiently large number only depends on $\rho, \delta, c$.

### 2.3 Recursive Construction

We will construct an $O(n)$-size $O(\alpha(n))$-depth linear arithmetic circuit over $F_2$ computing good code, where $F_2$ can be replaced by any finite field. The construction is non-explicit, and is inspired by the construction of superconcentrators [21].

Let $S_d(n)$ denote the minimal size of a linear (XOR) circuit $C : F_2^n \rightarrow F_2^{2^{\Theta(n)}}$ with minimum distance $\geq n$, that is, for any nonzero $x \in F_2^n$, $\text{wt}(C(x)) \geq n$. We will prove the following two recursions in the two subsections:

- $S_d(n) \leq S_{d-2}(\frac{n}{20}) + O(n)$;
- $S_d(n) \leq 2^{O(d) \cdot \lambda_d(n) \cdot n}$.

Together they will imply the desired upper bound. Gál et al. [34] show that good codes can be computed by depth-$d$, constant $d \geq 3$, circuit using $O_d(\lambda_d(n) \cdot n)$ wires. However, the

---

1. Corollary 4 in [34] is stated in the boolean case. Their proof works step by step for any finite field $F$, that is, each gate can compute any function from $F^s$ to $F$, where $s$ is the fan-in of the gate, and $s$ is unbounded.
hidden constant in $O_d(\lambda_d(n) \cdot n)$ is very large, which is not good enough for our purpose. (In fact, it grows faster than any primitive function, which is implicit in the proof of Lemma 26 in [34].)

2.3.1 First Recursion

The goal of this subsection is to prove $S_d(n) \leq S_{d-2}\left(\frac{n}{10}\right) + O(n)$. We propose the definitions of linear condenser and linear amplifier, which are special cases of range detectors [34]. However, we find it more clear to have separate definitions.

**Definition 8** (Linear Condenser). Linear mapping $h : \mathbb{F}_2^n \to \mathbb{F}_2^n$ is called $(n, m, \alpha)$-linear condenser if any nonzero vector $x \in \mathbb{F}_2^n$ of weight $\leq \alpha$ maps to a nonzero $h(x)$.

**Lemma 9.** For every $n \geq 1$, there exists $(n, \frac{n}{10}, \frac{n}{1000})$-linear condenser computable by depth-1 circuit using $O(n)$ wires.

**Proof.**

**Claim 10.** Let $D = 8$. There exists bipartite graph $G(U = [n], V = \left[\frac{n}{10}\right], E)$ such that

- $\deg(u) = D$ for each $u \in U$;
- for any $X \subseteq U$ of size at most $\frac{n}{1000}$, the size of $\Gamma(X)$ is greater than $\frac{D|X|}{2}$.

**Proof.** Connect $u \in U$ to $D$ uniformly random vertices in $V$. For convenience of analysis, we allow repetition. Let $X \subseteq U$ of be any subset of size $k \leq \frac{n}{1000}$.

\[
\Pr\left[|\Gamma(X)| \leq \frac{Dk}{2}\right] \leq \left(\frac{Dk}{\frac{1}{2} \cdot Dk}\right)\left(\frac{\frac{1}{2} \cdot Dk}{\frac{1}{10} \cdot n}\right)^{\frac{1}{2} \cdot Dk} \leq 2^{Dk - \frac{1}{2} Dk \log\left(\frac{n}{\frac{1}{10} \cdot n}\right)} \leq 2^{-\frac{1}{4} Dk \log\left(\frac{n}{\frac{1}{10} \cdot n}\right)},
\]

since $D = 8$. Taking a union bound, the probability that there exists such $X$ of size $k$ is at most

\[
\binom{n}{k} 2^{-\frac{1}{4} Dk \log\left(\frac{n}{\frac{1}{10} \cdot n}\right)} \leq 2^{k \log\left(\frac{en}{k}\right) - \frac{1}{4} Dk \log\left(\frac{n}{\frac{1}{10} \cdot n}\right)} \leq 2^{-k}.
\]
Summing over all \(2 \leq k \leq \frac{n}{1000}\), we conclude such graph exists.

Fix such a graph \(G(U = [n], V = \left[\frac{n}{10}\right], E)\) with inputs \(U\), and for each \(v \in V\), replace \(v\) by an XOR gate, i.e., an addition gate over \(\mathbb{F}_2\). It suffices to prove that, for every \(X \subseteq U = [n]\) of size \(\leq \frac{1}{1000} \cdot n\), there exists \(v \in V\) such that \(|\Gamma(v) \cap X| = 1\). Assume for contradiction that such \(v\) does not exist, which implies that for each \(v \in \Gamma(X)\), \(v\) has at least two neighbors in \(X\). Thus, the total number of edges leaving \(X\) is \(\geq D|X| \cdot 2 = D|X|\). Contradiction.

**Definition 11 (Linear Amplifier).** A linear mapping \(h : \mathbb{F}^n_2 \rightarrow \mathbb{F}^m_2\) is an \((n, m, \alpha, \beta)\)-linear amplifier if it sends any \(x \in \mathbb{F}^n_2\) of Hamming weight at least \(\alpha\) to an output \(y \in \mathbb{F}^m_2\) of Hamming weight at least \(\beta\).

Bipartite graph \(G = (V_1 = [n], V_2 = [m], E)\) is a \((k, \epsilon)\)-disperser graph, if for every \(X \subseteq V_1\) of cardinality \(k\), \(|\Gamma(X)| > (1 - \epsilon)m\).

**Theorem 12 (Theorem 1.10 in [78]).** For every \(1 < k \leq n, m \geq 0\) and \(\epsilon > 0\) there exists a \((k, \epsilon)\)-disperser graph \(G = (V_1 = [n], V_2 = [m], E)\) with left-degree

\[
D = \left\lceil \frac{1}{\epsilon} \ln \left( \left( \frac{n}{k} \right) + 1 \right) + \frac{m}{k} \left( \ln \left( \frac{1}{\epsilon} \right) + 1 \right) \right\rceil.
\]

**Lemma 13.** For any \(n, m \geq 3n\), there exists \((n, m, \frac{n}{1000}, \frac{m}{10})\)-linear amplifier computable by depth-1 circuit with \(O(m)\) edges.

**Proof.** By Theorem 12, there exists a bipartite graph \(G = (V_1 = [n], V_2 = [m], E)\) with \(O(m)\) edges such that for every \(X \subseteq V_1\) of cardinality at least \(\frac{1}{1000} \cdot n\), \(|\Gamma(X)| \geq \frac{9}{10} \cdot m\). Fix such a graph \(G\), and convert it into a random circuit \(\mathcal{C}\) with inputs \(V_1\) and outputs \(V_2\) such that the coefficient on each edge is chosen uniformly at random, and all gates in \(V_2\) are XOR gates.

Fix any \(x \in \mathbb{F}^n\) of weight at least \(\frac{1}{1000} \cdot n\). Let \(X = \text{supp}(x) = \{i \in [n] : x_i = 1\}\). By definition, \(|\Gamma(X)| \geq \frac{9}{10} \cdot m\), that is, there exist at least \(\frac{9}{10} \cdot m\) vertices, which are incident to at least one nonzero input. We claim the outputs \(V_2\) restricted to \(\Gamma(X)\) are uniformly
distributed. To prove this claim, for each \( v \in \Gamma(X) \), we can fix some incident edge \( e_v \in v \times X \).

Since the order of choosing random coefficients does not matter, when \( e_v \) is fixed at last, it is clear that the output of \( v \) is uniformly distributed. Therefore

\[
\Pr \left[ \text{wt}\left( \mathcal{C}(x) \right) < \frac{m}{10} \right] \leq \frac{|\Gamma(X)|}{2|\Gamma(X)|} \leq 2^{-\frac{m}{3}}.
\]

Finally, taking a union bound over all \( x \), we conclude there exists such a deterministic circuit.

Recall that \( S_d(n) \) denotes the minimal size of a linear arithmetic circuit \( \mathcal{C} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^{20n} \) with minimum distance \( \geq n \), that is, for any nonzero \( x \in \mathbb{F}_2^n \), \( \text{wt}(\mathcal{C}(x)) \geq n \).

**Lemma 14.** For any \( d \geq 3 \), and for all \( n \),

\[
S_d(n) \leq S_{d-2} \left( \frac{n}{20} \right) + O(n),
\]

where the constant in \( O(n) \) is an absolute constant.

**Proof.** The circuit consists of two parts on the same inputs and disjoint outputs. The left part is an \( (n, 10n, \frac{n}{1000}, n) \)-amplifier of size \( O(n) \), where the existence of such amplifier is proved in Lemma 13. The right part is the concatenation of an \( (n, \frac{n}{20}, \frac{n}{1000}) \)-condenser, a circuit of depth \( d - 2 \) computing good code with \( \frac{n}{20} \) inputs and \( n \) outputs, and an \( (n, 10n, \frac{n}{20}, n) \)-amplifier. By Lemma 9, there exists \( (n, \frac{n}{20}, \frac{n}{1000}) \)-linear condenser of size \( O(n) \), and by Lemma 13, there exists \( (n, 10n, \frac{n}{20}, n) \)-amplifier of size \( O(n) \). Therefore, the total size is of the circuit is

\[
S_{d-2} \left( \frac{n}{20} \right) + O(n).
\]

Let us verify that it computes a good code with minimum distance \( \geq n \). For any nonzero \( x \in \mathbb{F}_2^n \), if \( \text{wt}(x) \geq \frac{n}{1000} \), then the left part will amplifier the weight to \( \geq n \). If \( \text{wt}(x) < \frac{n}{1000} \), then the output of the condenser will be nonzero, i.e., the input to the good code in the
middle is nonzero. By definition, the output of the good code in the middle is of weight at least \( \frac{n}{20} \). Through the amplifier, the weight of the output will be at least \( n \), as desired. \( \Box \)

The recursion \( S_d(n) \leq S_{d-2} \left( \frac{n}{20} \right) + O(n) \) already implies that there exist linear-size logarithmic-depth circuits computing good codes. This recursion will be combined with the second recursion (proved in the next subsection) to achieve depth \( O(\alpha(n)) \).

### 2.3.2 Second Recursion

The goal of this subsection is to prove Lemma 24, that is, \( S_d(n) \leq 2^{O(d)} \cdot \lambda_d(n) \cdot n \), which qualitatively improves the hidden constant in [34]. Compared with [34], our presentation is somewhat different, which follows the framework of superconcentrators in [21].

**Definition 15.** Linear function \( C : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^{20n} \) is called \((a, b)\)-partial good code if for all \( x \in \mathbb{F}_2^n \) with \( \text{wt}(x) \in [a, b] \), the weight of \( C(x) \) is at least \( n \).

By definition, a \((1, 20n)\)-partial good code is a good code. Let \( S_d(n, a, b) \) denote the minimal size of a linear (arithmetic) circuit computing some \((a, b)\)-partial good code. Over the field \( \mathbb{F}_2 \), linear circuits consist of XOR gates only.

We will prove \( S_d(n, a, b) \) satisfies a recursion similar to that obeyed by superconcentrators, and the proof follows the framework in [21]. Here are some intuitive explanations why such recursion holds for \( S_d(n, a, b) \).

1. Circuits computing partial good codes with different range of parameters can be combined, i.e., if circuit \( C_1 \) computes some \((a, b)\)-partial good code, and circuit \( C_2 \) computes some \((b, c)\)-partial good code, then there exists circuit \( C_3 \) computing \((a, c)\)-partial codes such that \( \text{size}(C_3) \leq \text{size}(C_1) + \text{size}(C_2) + O(n) \).

2. Large weights are easy. For linear codes \( C \), in order to satisfy minimum distance condition, it is enough to make sure \( \text{wt}(C(x)) \) is large for every nonzero \( x \). Intuitively, if \( x \) has larger weight, it is easier to “amplify”.
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3. Composition lemma, that is Lemma 21, holds, which says that, if the weight of inputs are small, we can reduce the number of inputs $n$ by putting a “condenser” at the top, and an “amplifier” at the bottom. A similar composition lemma holds for partial superconcentrators, where both the top part and the bottom part are dispersers.

**Lemma 16.** For any $t \geq 2$ and any $1 \leq w_1 \leq w_2 \leq \cdots \leq w_t \leq n$,

$$S_d(n, w_1, w_t) \leq \sum_{i=1}^{t-1} S_{d-1}(n, w_i, w_{i+1}) + O((t-1)n),$$  \hspace{1cm} (2.5)

and

$$S_d(n, w_1, w_t) \leq O\left(\sum_{i=1}^{t-1} S_d(n, w_i, w_{i+1})\right),$$  \hspace{1cm} (2.6)

where the constants in both big-O notations are absolute constants.

**Proof.**

**Claim 17.** For any $(a,b)$-partial good code $C : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^{20n}$, there exists a “linear amplifier” $H : \mathbb{F}_2^{20n} \rightarrow \mathbb{F}_2^{20n}$ computable by some depth-1 size-$O(n)$ circuit such that the weight of $H(C(x))$ is at least $5n$ for all nonzero $x \in \mathbb{F}_2^n$.

**Proof.** (of the Claim) The proof is similar with Lemma 13, and let us sketch the proof. Let $G(U = [20n], V = [20n], E)$ be a size-$O(n)$ disperser such that for all $X \subseteq U$ of size $n$, $|\Gamma(X)| \geq 19n$. The existence of such disperser is guaranteed by Theorem 12. We convert the graph $G$ into a circuit $C$ using randomness as follows: let $U$ be the inputs, and let $V$ be the set of addition gates where the coefficient of each edge is uniformly at random in $\mathbb{F}_2$. We claim $C$ satisfies the desired property with nonzero probability. Fix a nonzero $y \in \mathbb{F}_2^{20n}$ of weight at least $n$, we know that outputs restricted to $\Gamma(X)$ is uniformly distributed in $\mathbb{F}_2^{19n}$, and thus

$$\Pr[\text{wt}(C(y)) < 5n] \leq \frac{(19n)^{19n}}{2^{19n}} \leq 2^{-3n}.$$
Note that there are at most $2^n$ such $y$’s in total, and thus the proof is complete by a union bound.

Let $C_i : \mathbb{F}_2^n \to \mathbb{F}_2^{20n}$ be a linear circuit computing a $(w_i, w_{i+1})$-partial good code of depth $d-1$ and size $S_{d-1}(n, w_i, w_{i+1})$, where $i = 1, 2, \ldots, t-1$. Let $H_i : \mathbb{F}_2^{20n} \to \mathbb{F}_2^{20n}$ be a “linear amplifier” of depth 1 and size $O(n)$ such that the weight of $(C_i \circ H_i)(x)$ is at least $5n$ for all nonzero $x \in \mathbb{F}_2^n$. The existence of such $H_i$ is proved in the above claim. The overall circuit $C$ is constructed by identifying the outputs of $H_i$, and for each output $u$ of $H_i$, with probability $\frac{1}{2}$, remove all the edges incident to $u$ in $H_i$.

This random process will generate a random circuit $C$. In order to prove there exists a deterministic circuit computing a $(w_1, w_t)$-partial good code, it suffices to prove for each $x \in \mathbb{F}_2^n$ of weight $w(x) \in [w_1, w_t]$,

$$\Pr[C(x) < n] < 2^{-n}.$$  

Since $w(x) \in [w_1, w_t]$, there exists $i$ such that $w(x) \in [w_i, w_{i+1}]$. By definition, vector $y := (C_i \circ H_i)(x)$ is of weight $\geq 5n$, which implies that the outputs of $C$, restricted to supp($y$), is uniformly distributed in $\mathbb{F}_2^{\text{supp}(y)}$. Thus,

$$\Pr[C(x) < n] \leq \frac{(\frac{5n}{2})}{2^{5n}} < 2^{-n}.$$  

The total size of $C$ is bounded by $\sum_i S_{d-1}(n, w_i, w_{i+1}) + O((t-1)n)$.

It is clear that (2.5) implies (2.6), because $S_d(n, w_i, w_{i+1}) \geq n$ for all $i$, and the disperser graph in Claim 17 has constant left-degree.

An $(m, n, \ell, k, r, s)$-range detector is a linear circuit that has $m$ inputs, $n$ outputs, and on any input of weight between $\ell$ and $k$, it outputs a string with weight between $r$ and $s$ [34]. Note that a range detector with certain parameters is by definition also a condenser, amplifier, good code, and partial good code. However, it will be clearer to have these separate
Lemma 18 (Lemma 23 in [34]). There exists $c \geq 6$ such that for all $c \leq r \leq n$ and $1 \leq a \leq \frac{n}{r^{1.65}}$, there exists an

$\left( n, \frac{n}{r^c}, a, \frac{n}{r^{1.5}}, a, \frac{n}{r} \right)$-range detector

of depth 1 and size $6n$.

From the work Gál et al. [34], we have:

Lemma 19 (Lemma 27 in [34]). For any $r \leq n$, $S_2 \left( n, \frac{n}{r}, n \right) \leq O(n \log^2 r)$.

Lemma 20 (Corollary 29 in [34]). For any $d \geq 2$, and for any $r \leq n$,

$$S_d \left( n, \frac{n}{r}, n \right) \leq O_d (\lambda_d(r) \cdot n),$$

where the constant in $O_d (\lambda_d(r) \cdot n)$ only depends on $d$.

However, the hidden constant in $O_d (\lambda_d(r) \cdot n)$ grows very fast in $d$, like Ackermann function, which is implicit in the proof of Lemma 26 in [34]. For the purpose of constructing linear-size $O(\alpha(n))$-depth circuits computing good codes, we cannot apply their result directly; more careful analysis is required.

Lemma 21. For all $a \leq \frac{n}{r^2}$,

$$S_d \left( n, a, \frac{n}{2r} \right) \leq S_{d-2} \left( \frac{n}{2r}, a, \frac{n}{2r} \right) + O(n),$$

where the constant in $O$ is an absolute constant.

Proof. Let us construct a depth-$d$ circuit computing some $(a, b)$-partial good code as the concatenation of three circuits as follows. The top part is an $\left( n, \frac{n}{2r}, a, \frac{n}{2r^2}, a, \frac{n}{2r} \right)$-range detector of size $3n$. The existence of such range detector is proved in Lemma 18. The middle part
is an \((a, \frac{n}{2^r})\)-partial good code with \(\frac{n}{2^r}\) inputs of size \(S_{d-2} \left( \frac{n}{2^r}, a, b \right)\) and depth \(d - 2\). The bottom part is a depth-1 \(O(n)\)-size \(\left( \frac{10n}{r}, 20n, \frac{n}{100r}, 2n \right)\)-amplifier, whose existence is proved in Lemma 13.

Let \(x \in \mathbb{F}_2^n\) have weight \(\text{wt}(x) \in [a, \frac{n}{2^r}]\). By the definition of range detector, the output of the top part has weight \(\geq a\); through the \((a, \frac{n}{2^r})\)-partial good code in the middle, the output therefore has weight \(\geq \frac{n}{2^r}\); so after the bottom amplifier, the output has weight \(\geq n\), as desired. \(\square\)

**Lemma 22.** For any \(r \leq n\),

\[
S_4 \left( n, \frac{n}{r^2}, \frac{n}{r} \right) \leq O(n)
\]

where the constant in \(O(n)\) is an absolute constant.

**Proof.** Applying Lemma 21 with \(r' = \frac{\sqrt{r}}{2}\), we have

\[
S_4 \left( n, \frac{n}{r^2}, \frac{n}{r} \right) \leq S_2 \left( \frac{n}{\sqrt{r}}, \frac{n}{r^2}, \frac{n}{\sqrt{r}} \right) + O(n)
\]

\[
\leq \frac{n}{\sqrt{r}} \log r^2 + O(n) \quad \text{By Lemma 19}
\]

\[
= O(n).
\]

\(\square\)

Let \(A_d(i) = \min\{n : \lambda_d(n) \geq i\}\), where \(\lambda_d(n)\) is defined in Definition 1. Function \(A_d(i)\) grows like Ackermann function. Note that there are various definitions with slight differences in the literature.

**Proposition 23.**

1. For all \(n, d \geq 1\),

\[
\lambda_d \left( A_d(n) \right) = n. \quad (2.7)
\]

2. For all \(n, d \geq 1\),

\[
A_d \left( \lambda_d(n) \right) \leq n. \quad (2.8)
\]
3. For all $i \geq 0$ and $d \geq 3$,

$$A_d(i + 1) \leq A_{d-2}^{(i)}(2) .$$  \hfill (2.9)

Proof. 1. By definition,

$$\lambda_d(A_d(n)) = \lambda_d(\min\{m : \lambda_d(m) \geq n\})$$

$$= \lambda_d(\min\{m : \lambda_d(m) = n\})$$

$$= n ,$$

where the second last step works because the image of $\lambda_d$ can take any positive integer value.

2. By definition,

$$A_d(\lambda_d(n)) = \min\{m : \lambda_d(m) \geq \lambda_d(n)\} \leq n .$$

3. We prove by induction on $i$. The base case $i = 0$ is obvious, since $A_d^{(0)}(2) = 2$ and $A_d(1) \leq 2$. Assuming the case $i - 1$ is true, we have

$$A_d(i) \leq A_{d-2}^{(i-1)}(2) .$$  \hfill (2.10)

Since $A_{d-2}(i)$ is a non-decreasing function in $i$, applying $A_{d-2}$ to both sides of (2.10), the right hand side becomes $A_{d-2}^{(i)}(2)$, while the left hand side becomes

$$A_{d-2}(A_d(i)) = A_{d-2}(\min\{n : \lambda_d(n) \geq i\})$$

$$= \min\{A_{d-2}(n) : \lambda_d(n) \geq i\}$$

$$= \min\{A_{d-2}(n) : \lambda_{d-2}^+(n) \geq i\} .$$
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Let $m := A_{d-2}(n)$, and by (2.7), $n = \lambda_{d-2}(m)$, thus we have

$$A_{d-2}(A_d(i-1)) \leq \min\{m : \lambda_{d-2}^*(\lambda_{d-2}(m)) \geq i\}$$

$$= \min\{m : \lambda_{d-2}^*(m) \geq i + 1\}$$

$$= A_d(i + 1).$$

Therefore, $A_d(i + 1) \leq A_d(i)(2)$, which completes the induction step. \qed

Lemma 24. There exists an absolute constant $c > 1$ such that, for all $k \geq 2$, and for any $r \leq n$,

$$S_{2k}(n, n, r, n) \leq c^{2k-1} \cdot n,$$  (2.11)

and

$$S_{2k}(n, n, r, n) \leq c^k \cdot \lambda_{2k}(r) \cdot n.$$  (2.12)

Proof. First, let us show that (2.11) implies (2.12). By Lemma 16,

$$S_{2k}(n, n, r, n) \leq c_1 \left( S_{2k}(n, n, r, n) + \sum_{i=1}^{h} S_{2k}\left(n, \frac{n}{A_{2(k-1)}(i)}, \frac{n}{A_{2(k-1)}(2)}\right) \right),$$

where $h$ is the minimum integer such that $A_{2(k-1)}(h) = r$ and $A_{2(k-1)}(h-1) < r$. By Proposition 23 (3), $A_{2k}(h) < r$, which implies $h < \lambda_{2k}(r)$ by Proposition 23 (1), i.e., $h \leq \lambda_{2k}(r) - 1$. Thus

$$S_{2k}(n, n, r, n) \leq c_1 \left( 2n + c^{2k-1} \cdot (\lambda_{2k}(r) - 1) \cdot n \right) \leq c^k \cdot \lambda_{2k}(r) \cdot n,$$

if $c$ is large enough, say, $c \geq \max(c_1, 2)$.

Now, let us prove (2.11) by induction on $k$. The base case $k = 2$ is true by Lemma 20 and 21. For the induction step, let us assume both (2.11) and (2.12) are true for $k - 1$, we
will prove (2.11) for \( k \). First, observe that
\[
S_{2k} \left(n, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{r} \right) \leq c_1 \left( S_{2k} \left(n, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{4r^2} \right) + S_{2k} \left(n, \frac{n}{4r^2}, \frac{n}{r} \right) \right)
\]
\[
\leq c_1 \left( S_{2k} \left(n, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{4r^2} \right) + c_2 \cdot n \right),
\]
where the last step is by Lemma 22. Applying Lemma 21,
\[
S_{2k} \left(n, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{4r^2} \right) \leq S_{2(k-1)} \left( \frac{n}{2r}, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{4r^2} \right) + c_3 \cdot n
\]
\[
\leq c^{2k-2} \cdot \frac{n}{2r} \cdot \lambda_{2(k-1)} \left( \frac{A_{2(k-1)(r)}}{2r} \right) + c_3 \cdot n
\]
\[
\leq c^{2k-2} \cdot \frac{n}{2} + c_3 \cdot n,
\]
where \( c_3 \) is the absolute constant in Lemma 21. Therefore,
\[
S_{2k} \left(n, \frac{n}{A_{2(k-1)(r)}}, \frac{n}{r} \right) \leq c_1 \left( c^{2k-2} \cdot \frac{n}{2} + c_3 \cdot n + c_2 \cdot n \right)
\]
\[
\leq c^{2k-1} \cdot n,
\]
if \( c \) is large enough, say, \( c \geq \max (c_1, 2(c_2 + c_3)) \).

Putting two recursions together (Lemma 14 and 24), we have the following result.

**Theorem 25.** There exists an absolute constant \( c > 1 \) such that, for all \( d \geq c \cdot \alpha(n) \), we have \( S_d(n) = O(n) \).

**Proof.** Let \( d = \alpha(n) + i \), where \( i \geq \alpha(n) \log_{20} c \). By applying Lemma 14 for \( i \) times, and
then applying Lemma 24, we have

\[
S_d(n) \leq S_\alpha(n) \left( \frac{n}{20^j} \right) + O(n) \\
\leq \frac{n}{20^j} \cdot c^{\alpha(n)} + O(n) \\
\leq O(n)
\]  

\[\square\]

### 2.4 Superconcentrator Codes

Spielman observed that any circuit computing good codes must satisfy some superconcentrator-like properties [82], namely, for some constant \(\delta > 0\), there exist vertex-disjoint paths connecting any chosen \(\delta n\) inputs to some subset of \((1 - \delta)m\) outputs, where an arbitrary size-\(\delta m\) subset of outputs are removed; Gál et al. [34] also proved a similar result that any circuit computing good codes should be \textit{densely regular}, which is a graph property generalizing that of superconcentrators.

In this section, we will prove some results in the reverse direction. For example, by replacing each vertex with an addition gate, and assigning the coefficient of each edge uniformly at random, \textit{any} superconcentrator computes a good code, assuming the size of the field is large enough. The results suggest that there is a close connection between the \textit{graph-theoretic property} of the circuits and the \textit{algebraic property} of the functions computed by the circuits.

Let us propose the definition of \textit{superconcentrator codes}.

**Definition 26 (Superconcentrator Codes).** Linear code \(C : \mathbb{F}^n \rightarrow \mathbb{F}^m\) is called a superconcentrator code if all minors of its generator matrix is nonzero.

Recall that the generator matrix of a linear code \(C : \mathbb{F}^n \rightarrow \mathbb{F}^m\) is the \(n \times m\) matrix \(M\) such that \(C(x) = xM\) for all \(x \in \mathbb{F}^n\). By definition, linear code \(C\) is a superconcentrator code if \(\det M_{X,Y} \neq 0\) for all equal-size subsets \(X \subseteq [n]\) and \(Y \subseteq [m]\), where \(M_{X,Y}\) denotes
the submatrix of $M$ with rows indexed by $X$, and columns indexed by $Y$.

Superconcentrator codes are Maximum Distance Separable (MDS) codes, and thus they meet the Singleton bound. It is well known that, code $C : \mathbb{F}^n \to \mathbb{F}^m$ is a MDS code if and only if every set of $n$ columns of its generator matrix are linearly independent [59]; for superconcentrators, we require that every square submatrix has full rank, which is a more strict requirement. Following lemma is a characterization of such codes.

**Lemma 27.** Let $C : \mathbb{F}^n \to \mathbb{F}^m$ be a linear code, where $m \geq n$. Code $C$ is a superconcentrator code if and only if, for any nonzero $x \in \mathbb{F}^n$,

$$\text{wt}(C(x)) > m - \text{wt}(x),$$

where $\text{wt}(x)$ is defined as the number of nonzero coordinates of $x$.

**Proof.** For the “only if” direction, assume for contradiction that there exists some nonzero $x \in \mathbb{F}^n$ such that $\text{wt}(C(x)) \leq m - \text{wt}(x)$. Let $X := \text{supp}(x) \subseteq [n]$, and let $Y$ be any subset of $[m] \setminus \text{supp}(C(x))$ of size $\text{wt}(x)$ such that $|X| = |Y|$. Let $M \in \mathbb{F}^{n \times m}$ be the generator matrix of $C$. Thus, $C(x) = xM$, which implies that

$$C(x)|_Y = (xM)|_Y = xM_{[n],Y},$$

where $M_{[n],Y}$ denotes the $n \times |Y|$ submatrix indexed by columns $Y$. Since $x|_{[n]\setminus X}$ is the all-zero vector, we have

$$C(x)|_Y = x|_XM_{X,Y}. $$

Note that $C(x)|_Y = \bar{0}$ by the definition of $Y$. On the other hand, $(x|_X)M_{X,Y}$ is nonzero, because $x|_X$ is nonzero and $M_{X,Y}$ is of full rank. Contradiction.

For the “if” direction, we prove the contraposition, that is, if $C$ is not a superconcentrator code, then there exists a nonzero $x$ such that $\text{wt}(C(x)) \leq m - \text{wt}(x)$. Since $C$ is not a superconcentrator code, there exist equal-size subsets $X \subseteq [n]$ and $Y \subseteq [m]$ such that
rank $M_{X,Y} < |X|$, where $M$ denotes the generator matrix of $C$. Since rank $M_{X,Y} < |X|$, there exists a nonzero $x' \in \mathbb{F}^{\lvert X \rvert}$ such that $x'M_{X,Y} = \overline{0}$. Extend $x'$ to vector $x \in \mathbb{F}^n$ by adding zeros on the coordinates outside of $X$, that is, $x' = x|_{\text{supp}(x)}$. It is clear that $C(x) = xM = x'M_{X,[m]}$ and $C(x)|_Y = x'M_{X,Y} = 0$, which implies that $\text{wt}(C(x)) \leq m - |X|$, as desired.

By the above lemma, linear code $C : \mathbb{F}^n \rightarrow \mathbb{F}^m$ is a superconcentrator code if and only if

$$\text{dist} (C(x), C(y)) > m - \text{dist}(x, y)$$

for all distinct $x, y \in \mathbb{F}^n$, where dist$(x, y)$ denotes the Hamming distance between $x$ and $y$, i.e., dist$(x, y) = \text{wt}(x - y)$. This condition much stronger than that of good codes.

The following corollary is immediate, which implies that a superconcentrator code is a good code if $m - n = \Theta(n)$.

**Corollary 28.** Let linear code $C : \mathbb{F}^n \rightarrow \mathbb{F}^m$ be a superconcentrator code. Then $C$ has minimum distance at least $m - n + 1$.

The following two results justify the definition of “supconcentrator code”.

**Proposition 29.** Any unrestricted $^2$ circuit computing a superconcentrator code must be a superconcentrator.

*Proof.* We prove by contradiction. Suppose the underlying graph $G$ of the circuit $C : \mathbb{F}^n \rightarrow \mathbb{F}^m$ is not a superconcentrator. Thus, there exist a subset of inputs $X \subseteq [n]$, and a subset of outputs $Y \subseteq [m]$ such that

- $|X| = |Y|$;

- There do not exist $|X|$ vertex-disjoint paths connecting $X$ and $Y$.

---

2. For unrestricted circuits, each gate can compute any function $\mathbb{F}^s \rightarrow \mathbb{F}$, where $s$ is the fan-in of the gate, and $s$ is unbounded.
By Menger’s theorem, there exists a subset $Z \subseteq V(G)$ of size $|X| - 1$ whose removal will disconnect $X$ and $Y$.

Let us fix the inputs to $x_i$, for all $i \in [n] \setminus X$, to 0. The key observation is that, any output in $Y$ can be written as a function in the outputs of the gates in $Z$, which implies that the total number of different $(y_j)_{j \in Y}$ is at most $|F|^{|Z|}$, when all inputs to $x_i$, $i \in [n] \setminus X$, are fixed.

On the other hand, for linear code $C$ with the generator matrix $M$, it is not difficult to prove
\[
\left| \{ C(x) \mid Y : x \in F^k \text{ s.t. } X|[k]\setminus X = 0 \} \right| = |F|^{|\text{rank } M_{X,Y}}.
\]
Since circuit $C$ computes a superconcentrator code, we have $\text{rank } M_{X,Y} = |X| > |Z|$. Contradiction.

The other direction is also true, that is, any superconcentrator can compute a superconcentrator code, when each vertex is replaced by an addition gate over some large enough field, and the coefficients are chosen uniformly at random.

**Theorem 30.** Let $G$ be any superconcentrator with $n$ inputs and $m$ outputs. Let
\[
C_G : F^n \rightarrow F^m
\]
be a linear arithmetic circuit by replacing each vertex of $G$ with an addition gate, and choosing the coefficient of each edge uniformly at random in field $F$. With probability $1 - o_{|F|,G}(1)$, $C_G$ computes a superconcentrator code.

**Proof.** Let us denote the inputs by $x_1, x_2, \ldots, x_n$, and outputs by $y_1, y_2, \ldots, y_m$. For each edge $e \in E(G)$, there is a distinct coefficient $r_e$ associated with it. Let $M$ be the $n \times m$ generator matrix of the linear code $C_G$, where each entry is a polynomial in $r_e$’s. By definition,
\[
M_{i,j} = \sum_{p} \prod_{e \in p} r_e,
\]
where $p$ enumerates all paths from $x_i$ to $y_j$. It is clear that $\deg(M_{i,j})$ at most the length of the longest path from $x_i$ to $y_j$, where $M_{i,j}$ is viewed as a polynomial in $\mathbb{F}[\{r_e\}_{e \in E(G)}]$.

**Claim 31.** For any equal-size subsets $X \subseteq [n]$ and $Y \subseteq [m]$,

$$\Pr[\det(M_{X,Y}) = 0] \leq \frac{d|X|}{|F|},$$

where $d$ is the depth of the superconcentrator.

**Proof.** First note that $\det(M_{X,Y})$ is a polynomial of degree at most $d|X|$, because each entry is of degree at most $d$. Since $G$ is a superconcentrator, there exist $|X|$ vertex-disjoint paths connecting $X$ and $Y$. If we set all coefficients $r_e$ on those $|X|$ paths to be 1, otherwise 0, then the polynomial $\det(M_{X,Y})$ evaluates to $\pm 1$, which implies that $\det(M_{X,Y})$ is a nonzero polynomial. The claim follows from Schwartz-Zippel Lemma.

Taking a union bound over all equal-size subsets $X \subseteq [n]$ and $Y \subseteq [m]$, we have

$$\Pr[C_G \text{ computes a superconcentrator code}] \geq 1 - \sum_i \binom{n}{i} \binom{m}{i} \frac{di}{|F|} \geq 1 - 2^{m+n} \frac{dn}{|F|},$$

which completes the proof.

The following corollary is immediate from Theorem 30 and Corollary 28.

**Corollary 32.** Let $G$ be any superconcentrator with $n$ inputs and $cn$ outputs, where constant $c > 1$. Let

$$C_G : \mathbb{F}^n \to \mathbb{F}^m$$

be a linear arithmetic circuit by replacing each vertex of $G$ with an addition gate, and choosing the coefficient of each edge uniformly at random in field $\mathbb{F}$. With probability $1 - o_{|\mathbb{F}|,G}(1)$, $C_G$ computes a good code with distance at least $(c-1)n$. 
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In Theorem 30, in order to make random coefficients work, we require $|F| \gg dn^{2m+n}$, which depends on the number of inputs and outputs, as well as the depth. In terms of the existence of the coefficients, the following theorem gives a better bound on $|F|$, which does not depend on the depth.

**Theorem 33.** Let $G$ be an $(n,m)$-superconcentrator, where $m \geq n$. If $|F| > \left( \frac{2em}{n} \right)^n$, then there exists an assignment of coefficients in $F$ such that the linear arithmetic circuit $C_G : \mathbb{F}^n \rightarrow \mathbb{F}^m$ computes a superconcentrator code.

**Proof.** Enumerate all the edges of $G$ in a topological order, say, $e_1, e_2, \ldots, e_\ell$, where $\ell = |E(G)|$. Let

$$(V(G), \emptyset) = G_0 \subseteq G_1 \subseteq \cdots G_\ell = G$$

be a sequence of subgraphs of $G$ such that $V(G_k) = V(G)$ and $E(G_k) = E(G_{k-1}) \cup \{e_k\}$, for $k = 1, 2, \ldots, \ell$. For each $G_k$, we will define the circuit $C_{G_k}$ by converting each vertex to an addition gate, and choosing the coefficient for the edge $e_k$, while all other coefficients are the same as $C_{G_{k-1}}$. Before stating the induction hypothesis, we need some notations.

Let $X \subseteq [n]$ be a subset of inputs, and $Y \subseteq [m]$ be a subset of outputs such that $|X| = |Y|$. Since $G$ is a superconcentrator, there exist $|X|$ vertex-disjoint paths connecting $X$ and $Y$; we fix one collection of such paths, denoted by $P_{X,Y} = \{p_1, p_2, \ldots, p_{|X|}\}$. Consider the collection of paths $P_{X,Y}$ on graph $G_k$, which becomes a collection of partial paths (because some edges are missing), that is,

$$P_{X,Y}^{(k)} = \left\{ p_{1}^{(k)}, p_{2}^{(k)}, \ldots, p_{|X|}^{(k)} \right\},$$

where $p_t^{(k)} = p_t \cap E(G_k)$ for $t = 1, 2, \ldots, |X|$. Let $E_{X,Y}^{(k)} = \{v_1^{(k)}, v_2^{(k)}, \ldots, v_{|X|}^{(k)}\}$ denotes the set of end vertices, that is, $v_t^{(k)}$ is the last vertex on the path $p_t^{(k)}$. Let $M_{X,Y}^{(k)}$ be the $|X| \times |Y|$ matrix such that

$$M_{i,j}^{(k)} = \sum_p \prod_{e \in E(p)} r_e,$$
where \( p \) ranges over all paths from input \( x_i \) to \( v_j^{(k)} \) on graph \( G_k \), and \( r_e \) denotes the coefficient associated with the edge \( e \). Note that, when \( k = \ell \), \( M_{i,j}^{(k)} \) is exactly the \((i,j)\)th entry of the submatrix \( M_{X,Y} \) of the generator matrix (of the linear code computed by \( C_{G_k} \)).

The induction hypothesis is the following: for all \( k = 0,1,\ldots,\ell \), and for all equal-size \( X \subseteq [n] \) and \( Y \subseteq [m] \), the matrix \( M_{X,Y}^{(k)} \) is of full rank.

**Induction basis:** \( k = 0 \). It is clear that, for any equal-size subsets \( X \) and \( Y \), matrix \( M^{(0)}_{X,Y} \) is the identity matrix (up to a row permutation).

**Induction step:** assuming the induction hypothesis is true for \( k - 1 \), we will prove it is true for \( k \). That is, when \( |F| > \left( \frac{2em}{n} \right)^n \), we can always choose the coefficient \( r_{ek} \) such that \( M_{X,Y}^{(k)} \) is of full rank for all pairs of \( X \) and \( Y \).

Consider any \( X \subseteq [n] \) and \( Y \subseteq [m] \) of equal size \( s \), and consider the collection of paths \( P_{X,Y}^{(k-1)} \). Recall that graph \( G_k \) is obtained from \( G_{k-1} \) by adding the edge \( e_k \), where \( e_k = (u,v) \). There are three possibilities:

1. \( e_k \) extends some path in \( P_{X,Y}^{(k-1)} \), that is, \( p_t^{(k)} = p_t^{(k-1)} \cup e_k \) for some \( t \).
2. \( v \) is the end vertex of some path in \( P_{X,Y}^{(k-1)} \), i.e., \( v \in E_{X,Y}^{(k-1)} \);
3. otherwise.

We will prove, in any of the three cases above, there is *at most* one choice for \( r_{ek} \) such that \( M_{X,Y}^{(k)} \) is *not* of full rank. Note that the total number of equal-size \( X, Y \) pairs is bounded

\[
\sum_{i=1}^{n} \binom{n}{i} \binom{m}{i} \leq 2^n \binom{m}{\leq n} \leq \left( \frac{2em}{n} \right)^n < |F|.
\]

Thus we can avoid all bad choices when \( |F| \) is large enough.

For notational convenience, let \( X = \{1,2,\ldots,s\} \), \( Y = \{1,2,\ldots,s\} \), and without loss of generality assume path \( p_t^{(\ell)} \) connects input \( x_t \) and output \( y_t \), for \( t = 1,2,\ldots,s \), where

\[
P_{X,Y}^{(\ell)} = \{ p_1^{(\ell)}, p_2^{(\ell)}, \ldots, p_s^{(\ell)} \}.
\]
Case 1: $e_k$ extends some path in $P^{(k-1)}_{X,Y}$, that is, $p_t^{(k)} = p_t^{(k-1)} \cup e_k$ for some $t \in [s]$. Without loss of generality, assume $t = 1$. Let us compare $M^{(k)}_{X,Y}$ with $M^{(k-1)}_{X,Y}$; it is clear that only the $t$th column may change. When $X$ is fixed, for each $v \in V(G_{k-1})$, consider the column vector
\[
\psi^{(k-1)}_{X}(v) \in \mathbb{F}^s,
\]
where the $i$th coordinate is defined to be the accumulated coefficient between $x_i$ and $v$, that is,
\[
\psi^{(k-1)}_{X}|_i = \sum_p \prod_{e \in E(p)} r_e,
\]
where $p$ enumerates all paths from $x_i$ and $v$ in graph $G_{k-1}$.

Let $E^{(k-1)}_{X,Y} = \{v^{(k-1)}_1, v^{(k-1)}_2, \ldots, v^{(k-1)}_s\}$ and $e_k = (u,v)$. Adopting the above notations, and comparing $M^{(k)}_{X,Y}$ with $M^{(k-1)}_{X,Y}$ column by column, we have
\[
\begin{align*}
\psi^{(k)}_{X}(v_1) &= r_{e_k} \cdot \psi^{(k-1)}_{X}(v^{(k-1)}_1) + \sum_{e' = (w,v) \in E(G_k)} r_{e'} \cdot \psi^{(k)}_{X}(w), \\
\psi^{(k)}_{X}(v_2) &= \psi^{(k-1)}_{X}(v^{(k-1)}_2), \\
&\vdots \\
\psi^{(k)}_{X}(v_s) &= \psi^{(k-1)}_{X}(v^{(k-1)}_s).
\end{align*}
\]

By the induction hypothesis, matrix $M^{(k-1)}_{X,Y}$ is of full rank, that is,
\[
\psi^{(k-1)}_{X}(v_1), \psi^{(k-1)}_{X}(v_2), \ldots, \psi^{(k-1)}_{X}(v_s) \in \mathbb{F}^s
\]
is a basis of $\mathbb{F}^s$. Thus, vector $\sum_{e' = (w,v)} r_{e'} \cdot \psi^{(k)}_{X}(w)$ can be written as a unique linear combination in the basis, say,
\[
\sum_{e' = (w,v) \in E(G_k)} r_{e'} \cdot \psi^{(k)}_{X}(w) = \sum_{p=1}^{s} \alpha_p \cdot \psi^{(k-1)}_{X}(v_p),
\]
where $\alpha_1, \alpha_2, \ldots, \alpha_s \in \mathbb{F}$. Hence,

$$
\psi^{(k)}_X(v_1) = (r e_k + \alpha_1) \psi^{(k-1)}_X(v_1) + \sum_{p=2}^s \alpha_p \cdot \psi^{(k-1)}_X(v_p),
$$

which implies that $\psi^{(k)}_X(v_1), \psi^{(k)}_X(v_2), \ldots, \psi^{(k)}_X(v_s)$ are linearly independent if and only if $\alpha_1 + r e_k = 0$. In other words, $M^{(k-1)}_{X,Y}$ is of full rank if $r e_k \neq -\alpha_1$.

**Case 2:** $v$ is the end vertex of some path in $P^{(k-1)}_{X,Y}$, i.e., $v \in E^{(k-1)}_{X,Y}$, where $e_k = (u, v)$. Let $E^{(k-1)}_{X,Y} = \{v^{(k-1)}_1, v^{(k-1)}_2, \ldots, v^{(k-1)}_s\}$, and without loss of generality, assume $v = v^{(k-1)}_1$.

Comparing $M^{(k)}_{X,Y}$ with $M^{(k-1)}_{X,Y}$ column by column, we have

$$
\begin{align*}
\psi^{(k)}_X(v^{(k)}_1) &= \psi^{(k-1)}_X(v^{(k-1)}_1) + r e_k \cdot \psi^{(k)}_X(u), \\
\psi^{(k)}_X(v^{(k)}_2) &= \psi^{(k-1)}_X(v^{(k-1)}_2), \\
&\quad \ldots \\
\psi^{(k)}_X(v^{(k)}_s) &= \psi^{(k-1)}_X(v^{(k-1)}_s).
\end{align*}
$$

By induction hypothesis, $\psi^{(k-1)}_X(v^{(k-1)}_1), \psi^{(k-1)}_X(v^{(k-1)}_2), \ldots, \psi^{(k-1)}_X(v^{(k-1)}_s) \in \mathbb{F}^s$ are linearly independent, and thus forms a basis. So $\psi^{(k)}_X(u)$ can be written as a linear combination in the basis as follows:

$$
\psi^{(k)}_X(u) = \sum_{p=1}^s \beta_p \cdot \psi^{(k-1)}_X(v^{(k-1)}_p),
$$

where $\beta_1, \beta_2, \ldots, \beta_s \in \mathbb{F}$. Therefore,

$$
\psi^{(k)}_X(v^{(k)}_1) = (r e_k \beta_1 + 1) \cdot \psi^{(k-1)}_X(v^{(k-1)}_1) + \sum_{p=2}^s r e_\beta_p \cdot \psi^{(k-1)}_X(v^{(k-1)}_p).
$$

It is clear that $\psi^{(k)}_X(v^{(k)}_1), \psi^{(k)}_X(v^{(k)}_2), \ldots, \psi^{(k)}_X(v^{(k)}_s)$ are linearly dependent if and only if $r e_k \beta_1 + 1 = 0$, which implies that there is *at most* one choice for $r e_k$ such that $M^{(k)}_{X,Y}$ is not of full rank.
Case 3: otherwise. In this case, $M_{X,Y}^{(k)} = M_{X,Y}^{(k-1)}$, regardless of $r_{e_k}$.

In summary, for each $X, Y$ pair, there is at most one choice for $r_{e_k}$ such that $M_{X,Y}^{(k)}$ is not of full rank. Whenever $|F|$ is larger than the total number of $X, Y$ pairs, we can always avoid the bad choices for all possible $X, Y$ pairs. Therefore, we complete the induction proof.

The following corollary is similar to prove.

Corollary 34. Let $G$ be an $(n, m)$-superconcentrator, where $m \geq n$. If $|F| > \binom{m}{n}$, then there exists an assignment of coefficients in $F$ such that the linear arithmetic circuit $C_G : F^n \rightarrow F^m$ computes an MDS code.

Proof. The proof is almost the same as Theorem 33; we sketch the difference. Instead of considering all equal-size subsets $X \subseteq [n]$ and $Y \subseteq [m]$, we fix $X := [n]$, and let $Y \subseteq [m]$ be a subset of size $n$. The total number of such $X, Y$ pairs is bounded by $\binom{m}{n}$.

Following [21], an $(m, \ell, n)$-concentrator (of depth 1) is a bipartite graph

$$G(U = [m], V = [\ell], E)$$

such that for any $X \subseteq V$ of size at most $n$, there are $|X|$ vertex-disjoint edges connecting $X$ to $U$. Let $H_G : F^\ell \rightarrow F^k$ denotes the random linear map such that

$$y_j = \sum_{(i,j) \in E} r_{i,j} x_i,$$

where $r_{i,j} \in F$ is chosen uniformly at random. In other words, bipartite graph $G$ is converted into a linear arithmetic circuit, by replacing each vertex in $V$ with an addition gate and choosing the coefficient for each edge uniformly at random. The following result says that a superconcentrator code concatenated with a random “concentrator map” is a good code with high probability.
Lemma 35. Let $C : \mathbb{F}^n \rightarrow \mathbb{F}^m$ be a superconcentrator code, and let $G(U = [m], V = [\ell], E)$ be an $(m, \ell, n)$-concentrator, where $\ell = cn$ for some constant $c > 2$. Then

$$C \circ H_G : \mathbb{F}^n \rightarrow \mathbb{F}^\ell$$

is a good code with probability $1 - o_n(1)$.

Proof. Let $C(x_1, x_2, \ldots, x_n) = (z_1, z_2, \ldots, z_m)$, and let $H_G(z_1, z_2, \ldots, z_m) = (y_1, y_2, \ldots, y_\ell)$. We will prove that, for each fixed $x \in \mathbb{F}^n$ of weight $w$, there exists a decomposition of outputs

$$\tilde{Y}_1 \cup \tilde{Y}_2 \cup \cdots \cup \tilde{Y}_t = \{y_1, y_2, \ldots, y_\ell\}$$

such that

- $|\tilde{Y}_k| \leq w$ for all $k = 1, 2, \ldots, t - 1$, and $0 \leq |\tilde{Y}_t| < w$;

- $\left(\tilde{Y}_1(x), \tilde{Y}_2(x), \ldots, \tilde{Y}_{t-1}(x)\right) \in \mathbb{F}^{\ell - |\tilde{Y}_t|}$ is uniformly distributed.

Partition $\tilde{Y}_1 \cup \tilde{Y}_2 \cup \cdots \cup \tilde{Y}_t = \{y_1, y_2, \ldots, y_n\}$ will be generated by the following procedure. Let $X := \text{supp}(x)$ and $x' := x|_X \in \mathbb{F}^w$. Let $Y_1 \subseteq \{y_1, y_2, \ldots, y_\ell\}$ be any subset of size $w$. By the definition of $(m, \ell, n)$-concentrator, there exists set $Z_1 \subseteq \{z_1, z_2, \ldots, z_m\}$ of size $w$ such that $Y_1$ and $Z_1$ are connected by $w$ vertex-disjoint edges (which is a matching); denote this bijection (matching) by $\phi_1 : Z_1 \rightarrow Y_1$. For fixed inputs $x$, it is clear that

$$Z_1(x) = x'M_{X,Z_1} \in \mathbb{F}^w,$$

where $M \in \mathbb{F}^{n \times m}$ is the generator matrix of the linear code $C$. Since $C$ is a superconcentrator code, $M_{X,Z_1}$ is of full rank $w$, and thus $Z_1(x) \neq \emptyset$. Let $z'_1$ denotes the maximal subvector of $Z_1(x)$ such that all coordinates are nonzero, i.e., $Z_1' = \text{supp}(Z_1(x))$ and $z'_1 := Z_1(x)|_{Z_1'}$. Let $\tilde{Y}_1 = \phi_1(Z_1')$. Repeat this procedure for $\tilde{Y}_2$, and so on; everything is the same except that $Y_2$ is a subset of the remaining vertices in $\{y_1, y_2, \ldots, y_\ell\}$ of size $w$.  
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Claim 36. For each $k = 1, 2, \ldots, t - 1$, output $\tilde{Y}_k(x) \in \mathbb{F}^{\tilde{Y}_k}$ is uniformly distributed.

Proof. Let $R$ be the $m \times \ell$ matrix such that

$$R_{i,j} = \begin{cases} r_{i,j}, & (i,j) \in E(G), \\ 0, & \text{otherwise.} \end{cases} \quad (2.13)$$

Thus, $y = zR$ defines the linear mapping $H_G$. Using this notation,

$$\tilde{Y}_k(x) = zR_{[m],\tilde{Y}_k}$$

$$= z'D_{Z_k',\tilde{Y}_k} + z \left( R_{[m],\tilde{Y}_k} - D_{Z_k',\tilde{Y}_k} \right), \quad (2.14)$$

where $D_{Z_k',\tilde{Y}_k}$ denotes the diagonal matrix (up to a row permutation) corresponding to the matching $\phi_k$.

Let us fix all the coefficients in $R_{[m],\tilde{Y}_k} - D_{Z_k',\tilde{Y}_k}$ first, which are all the coefficients on the edges incident to $\tilde{Y}_k$ except the matching $\phi_k$. Then (2.14) becomes

$$\tilde{Y}_k(x) = z'D_{Z_k',\tilde{Y}_k} + u.$$

Note that each coordinate of $z_k'$ is nonzero, and $D_{Z_k',\tilde{Y}_k}$ is a diagonal matrix (up to a permutation) such that each diagonal entry is a distinct random variable uniformly distributed in $\mathbb{F}$. Thus, vector $z_k'D_{Z_k',\tilde{Y}_k} \in \mathbb{F}^{\tilde{Y}_k}$ is uniformly distributed, which implies that $z_k'D_{Z_k',\tilde{Y}_k} + u$ is also uniformly distrusted, because vector $u$ is fixed. $\square$

Claim 37. $(\tilde{Y}_1(x), \tilde{Y}_2(x), \ldots, \tilde{Y}_{t-1}(x)) \in \mathbb{F}^{\ell - |\tilde{Y}_t|}$ is uniformly distributed.

Proof. Because edges incident to $\tilde{Y}_i$ and $\tilde{Y}_j$ are disjoint for distinct $i$ and $j$. $\square$

---

3. We use the facts that $(\mathbb{F}, +)$ and $(\mathbb{F}, \times)$ are groups.
The rest is a counting argument. For fixed $x \in \mathbb{F}^n$ of weight $w$, we have shown that

$$\left(\tilde{Y}_1(x), \tilde{Y}_2(x), \ldots, \tilde{Y}_{t-1}(x)\right) \in \mathbb{F}^{\ell - |\tilde{Y}_t|}$$

is uniformly distributed, and $|\tilde{Y}_t| < w$. Let $\delta > 0$ be a constant to be determined later, which only depends on $c$. Thus,

$$\Pr[\text{wt}(C \circ H_G(x)) < \delta n] \leq \frac{(cn) |\mathbb{F}|^{\delta n}}{|\mathbb{F}|^{cn} - w + 1} \leq 2^n \left(cH\left(\frac{\delta}{c}\right) - (c-1-\delta) \log |\mathbb{F}|\right),$$

where $H\left(\frac{\delta}{c}\right)$ is the binary entropy function. Applying a union bound over all nonzero $x$, we have

$$\Pr[\exists x \neq \mathbf{0} \text{ such that } \text{wt}(C \circ H_G(x)) < \delta n] \leq 2^n \left(cH\left(\frac{\delta}{c}\right) - (c-2-\delta) \log |\mathbb{F}|\right).$$

Let $\delta > 0$ be a sufficiently small constant such that $cH\left(\frac{\delta}{c}\right) - (c-2-\delta) \log |\mathbb{F}| < 0$, and the proof is complete.

**Remark 38.** The above lemma is also true with a weaker assumption that $C : \mathbb{F}^n \rightarrow \mathbb{F}^m$ is a linear MDS codes, that is, any set of $n$ columns of its generator matrix is linearly independent.

**Corollary 39.** Let $G$ be an $(n, cn)$-superconcentrator, where constant $c > 2$, and there are $m$ vertices incident to the $cn$ outputs. If $|\mathbb{F}| > \left(\begin{array}{c}m \\ n\end{array}\right)$, then there exists an assignment of coefficients in $\mathbb{F}$ such that the linear arithmetic circuit $C_G : \mathbb{F}^n \rightarrow \mathbb{F}^{cn}$ computes a good code.

**Proof.** Note that the linear arithmetic circuit $C_G : \mathbb{F}^n \rightarrow \mathbb{F}^{cn}$ can be decomposed into two parts:

$$C_1 : \mathbb{F}^n \rightarrow \mathbb{F}^m \text{ and } C_2 : \mathbb{F}^m \rightarrow \mathbb{F}^{cn},$$

4. If the superconcentrator is layered, then $m$ is the number of vertices on the second last layer.
such that \( C_G = C_1 \circ C_2 \). Apply Corollary 34 so that \( C_1 \) computes an MDS code, which is possible since \( |F| > \binom{m}{n} \). For \( C_2 \), we choose the coefficients uniformly at random; By Lemma 35, we claim \( C_1 \circ C_2 \) computes a good code.

What if the inputs and outputs of the superconcentrator codes are switched? It turns out that it computes a so-called resilient function.

**Definition 40** (Definition 2 in Chor et al. [19]). Let \( F \) be a finite field, and let \( f : \mathbb{F}^n \to \mathbb{F}^m \) be a function on \( n \) variables \( x_1, x_2, \ldots, x_n \). The function is said to be uniformly distributed with respect to \( T \subseteq [n] \) if the random variable \( f(x_1, x_2, \ldots, x_n) \) is uniformly distributed in \( \mathbb{F}^m \), when \( \{x_i : i \notin T\} \) is a set of independent uniformly distributed random variables, and \( \{x_i : i \in T\} \) is a set of constants.

A function \( f : \mathbb{F}^n \to \mathbb{F}^m \) is said to be \( t \)-resilient if for every \( T \subseteq [n] \) of cardinality \( t \), the function is uniformly distributed with respect to \( T \).

The following lemma is proved in [19] for the case \( \mathbb{F} = \mathbb{F}_2 \), and proved in [36] for the case \( \mathbb{F} = \mathbb{F}_p \) for any prime \( p \) in a quantitative version using Fourier analysis. For other finite field \( \mathbb{F}_q \), where \( q = p^m \) for prime \( p \) and integer \( m \geq 2 \), there is a reduction to the case \( \mathbb{F}_p \) as we will show.

**Lemma 41.** For any finite field \( \mathbb{F} \), a set \( \{x_i\}_{i=1}^n \) of random variables in \( \mathbb{F} \) is uniformly and independently distributed if and only if for all not-all-zero \( a_1, a_2, \ldots, a_n \in \mathbb{F} \),

\[
a_1 x_1 + a_2 x_2 + \ldots + a_n x_n \in \mathbb{F}
\]

is uniformly distributed.

**Proof.** (Reduction from \( \mathbb{F}_q \) to \( \mathbb{F}_p \)) The “only if” direction is trivial.

For the “if” direction, let \( \mathbb{F} = \mathbb{F}_q \), where \( q = p^m \) for some prime \( p \) and integer \( m \geq 2 \), and we assume for the case \( \mathbb{F} = \mathbb{F}_p \), the lemma is proved. \(^5\) Fix an irreducible polynomial

\(^5\) Interested readers can refer to [36] for a three-line proof.
of degree $m$ over $\mathbb{F}_p$, and it is well known that $\mathbb{F}_q$ is isomorphic to $\mathbb{F}_p[t]/(f(t))$.

**Case 1:** $n = 1$. By condition, for any $a \in \mathbb{F}_q$, $ax$ is uniformly distributed in $\mathbb{F}_q$. In the quotient ring $\mathbb{F}_p[t]/(f(t))$, we write $a = a_0 + a_1t + \ldots + a_{m-1}t^{m-1}$ and $x = x_0 + x_1t + \ldots + x_{m-1}t^{m-1}$. (At this point, we observe that that $x$ is uniformly distributed in $\mathbb{F}_q$ if and only if $(x_0, x_1, \ldots, x_{m-1})$ is uniformly distributed in $\mathbb{F}_p$. This fact will be used shortly.) Thus, in the quotient ring $\mathbb{F}_p[t]/(f(t))$, the product $ax$ can be written as

\[
ax = a_0x_0 + (a_0x_1 + a_1x_0) \cdot t + (a_0x_2 + a_1x_1 + a_2x_0) \cdot t^2 + \ldots + a_{m-1}x_{m-1} \cdot t^{2m-2}.
\]

Note that for all $i \geq m$, polynomial $t^i \equiv r_i(t)$ mod $f(t)$ for a unique polynomial $r_i(t)$ of degree $< m$, and thus $ax$ can be written as

\[
ax = L_0(a, x) + L_1(a, x) \cdot t + \ldots + L_{m-1}(a, x) \cdot t^{m-1},
\]

where $L_i(a, x)$ is a **bilinear form** in $a$ and $x$, viewed as vectors in $\mathbb{F}_p^n$. Thus we have $L_i(a + b, x) = L_i(a, x) + L_i(b, x)$ for all $a, b \in \mathbb{F}_q$.

**Claim 42.** Bilinear form $L_0(a, x)$ is distinct for different $a \in \mathbb{F}_q$.

**Proof.** Suppose for contradiction’s sake that there exist distinct $a, b \in \mathbb{F}_q$ such that $L_0(a, x) = L_0(b, x)$. By linearity, $L_0(a - b, x) = L_0(a, x) - L_0(b, x) = 0$, which implies that the first coordinate of $(a - b)x$ is always 0, and thus $(a - b)x$ is not uniformly distributed in $\mathbb{F}_q$. Contradiction. 

Given the above claim, we count the number of different $a \in \mathbb{F}_q$ and different linear
forms $L_0(a,x)$ in $x$, which implies that for any $y \in \mathbb{F}_p^m$, there exists some $a \in \mathbb{F}_q$ such that $L_0(a,x) = y^T x$. Since $ax$ is uniformly distributed in $\mathbb{F}_q$, we claim $L_0(a,x) = y^T x$ is uniformly distributed in $\mathbb{F}_p$. Applying the Lemma for the case $\mathbb{F} = \mathbb{F}_p$, we know that $(x_0, x_1, \ldots, x_{m-1})$ is uniformly distributed in $\mathbb{F}_p^m$, which implies that $x$ is uniformly distributed in $\mathbb{F}_q$.

**Case 2:** $n \geq 2$. The proof is similar to Case 1, and let us sketch the outline. Let us write each $x_i \in \mathbb{F}_q$ as 

$$x_i = (x_{i,0}, x_{i,1}, \ldots, x_{i,m-1}) \in \mathbb{F}_p^m,$$

where $x_{i,j}$ is the coefficient of $t^j$ when viewing $x_i$ as a polynomial in $\mathbb{F}_p[t]/(f(t))$. Using similar counting argument, we can show that for any fixed $(a_{i,j}) \in \mathbb{F}_{mp}$, the sum 

$$\sum_{i,j} a_{i,j} x_{i,j}$$

is uniformly distributed in $\mathbb{F}_p$. Since the Lemma is true for $\mathbb{F} = \mathbb{F}_p$, we claim $(x_{i,j}) \in \mathbb{F}_{mn}$ is uniformly distributed, and thus $(x_1, x_2, \ldots, x_n) \in \mathbb{F}_q^n$ is uniformly distributed.

\[ \square \]

The next theorem is stated in [19] for the case $\mathbb{F} = \mathbb{F}_2$. For general finite field $\mathbb{F}$, the proof is the same, equipped with the above lemma. We reproduce the proof here.

**Theorem 43** (Theorem 2 in [19]). Let $M \in \mathbb{F}^{m \times n}$ be a matrix. $M$ is a generator matrix of a linear error correcting code with distance at least $t + 1$ if and only if $f(x) = xM^T$ is $t$-resilient.

**Proof.** First, let us prove that if the linear code given by the generator matrix $M$ has distance at least $t + 1$, then $xM^T : \mathbb{F}^m \rightarrow \mathbb{F}^m$ is $t$-resilient. In order to prove $xM^T$ is $t$-resilient, by Lemma 41, it suffices to prove that for any nonzero $y \in \mathbb{F}^m$, and for any $T \subseteq [m]$ of size $t$, $xM^T y^T$ is uniformly distributed in $\mathbb{F}$, where $x_i$, for $i \in T$, are set to constants arbitrarily, and $x_i$, for all $i \notin T$, are uniformly distributed. Note that $xM^T y^T = yMx^T$. Since the linear code given by the generator matrix $M$ has distance at least $t + 1$, vector $yM$ has weight at
least \( t+1 \), which implies that the inner product \( yMx^T \) contains at least one random variable \( x_i \) with \( i \not\in T \). Thus, \( yMx^T \) is uniformly distributed.

For the other direction, we will prove that if the linear code given by the generator matrix \( M \) has distance \( \leq t \), then \( xM^T \) is not \( t \)-resilient. Since the linear code given by the generator matrix \( M \) has distance \( \leq t \), there exists some nonzero \( y \in \mathbb{F}^n \) such that \( \text{wt}(yM) \leq t \). Let us consider

\[
xM^Ty^T = yMx^T.
\]

We can set all \( x_i \) with \( i \in \text{supp}(yM) \) to be zero, while other \( x_i \)'s are uniformly distributed, so that \( yMx^T \) is identically zero, which implies that \( xM^T \) is not \( t \)-resilient.

The following corollary follows from Corollary 32 and Theorem 43.

**Corollary 44.** Let \( G \) be a superconcentrator with \( cn \) inputs and \( n \) outputs, where constant \( c > 1 \). Let

\[
C_G : \mathbb{F}^{cn} \rightarrow \mathbb{F}^n
\]

be the linear arithmetic circuit by replacing each vertex with an addition gate over \( \mathbb{F} \), and choosing the coefficient on each edge uniformly at random. With probability \( 1 - o(|\mathbb{F}|;G(1)) \), \( C_G \) computes a \((c-1)n\)-resilient function.

### 2.5 Superconcentrators in Network Coding

Network coding is an approach to improve the capacity for network transmission, which in some setting outperforms more traditional network communications based on routing and replication. In [3], Ahlswede et al. proved that for the so-called multicast task, network coding can achieve the information-theoretic upper bound, i.e., the max-flow min-cut bound. In [55], Li et al. proved that linear encoding suffices to achieve the optimum rate in the above multicast scenario. In [42], Ho et al. proved that even random linear encoding can achieve the optimal capacity, when the size of the underlying finite field is large enough.
As far as we know, most literature in network coding usually study the network capacity with an eye to a fixed network topology, and little attention is paid to the designing of the network. In this section, we show that if the network graph is a superconcentrator, random linear network coding satisfies some nice entropy property, so called lossless decodable (which will be defined in Section 2.5.1). Considering there exist small-size explicit superconcentrators [1], our result may have some impact in practice.

2.5.1 Lossless Decodable Network Coding

We will briefly formulate (linear) network coding following [3, 55], and then define lossless decodable network coding schemes.

Let $F$ be a finite field. Let $G(U \cup V \cup W, E)$ be a network (directed acyclic graph) with inputs (or called sources) $U = [n]$ and outputs (or called sinks) $V = [m]$.

**Definition 45.** Given network $G(U \cup V \cup W, E)$, an encoding scheme is a collection of function $\{f_v\}_{v \in U \cup W \cup V}$, where

$$f_v : F^{\deg^-(v)} \to F, \quad \text{where } \deg^-(v) \text{ denotes the indegree of } v, \text{ i.e., the number of incoming edges to } v. \quad (\text{With slight abuse of notation, let } \deg^-(u) := 1 \text{ for all sources } u \in U.)$$

Note that we perform encoding on all vertices including sources and sinks.

Given encoding scheme $\{f_v\}_{v \in U \cup W \cup V}$, we can define the function computed at each node in the natural way as follows:

1. Let $x_1, x_2, \ldots, x_n$ be formal variables over $F$;

2. For input vertex $u \in U = [n]$, let $F_u := f_u(x_u)$;

3. For vertex $v \in W \cup V$, let

$$F_v := f_v(F_{u_1}, F_{u_2}, \ldots, F_{u_d}),$$
where \( u_1, u_2, \ldots, u_d \) enumerate all vertices \( u \to v \) in some predetermined order.

Note that each \( F_u = F_u(x_1, x_2, \ldots, x_m) \) is a function from \( \mathbb{F}^m \) to \( \mathbb{F} \).

Say encoding scheme \( \{ f_v \}_{v \in V(G)} \) is a linear encoding scheme if all \( f_v \)'s are (homogenous) linear functions; thus each \( F_v \) is also linear by definition. A random linear encoding scheme is a linear encoding scheme where all coefficients are chosen uniformly at random in \( \mathbb{F}^* := \mathbb{F} \setminus \{0\} \).

**Definition 46.** Given network \( G(U \cup V \cup W, E) \) with inputs \( U = [n] \) and outputs \( V = [m] \), and \( s \) (not necessarily linear) encoding schemes \( F^{(1)}, F^{(2)}, \ldots, F^{(s)} \). For any \( I \subseteq [s], J \subseteq [m], K \subseteq [n] \), and any partial assignment \( \rho : \{ x_k : k \in [n] \setminus K \} \to \mathbb{F} \), let

\[
\text{Ent}_F(I, J, K; \rho) := \log_{|\mathbb{F}|} \left| \left\{ \left( F^{(i)}_j(x) \right)_{i \in I, j \in J} : x \in \mathbb{F}^m \text{ consistent with } \rho \right\} \right|, \tag{2.15}
\]

and let

\[
\text{Ent}_F(I, J, K) := \min_{\rho} \text{Ent}_F(I, J, K; \rho), \tag{2.16}
\]

where \( \rho \) ranges over all partial assignments \( \rho : \{ x_k : k \in [n] \setminus K \} \to \mathbb{F} \).

In other words, when restricting everything outside of \( K \) to \( \rho \), the quantity \( \text{Ent}_F(I, J, K; \rho) \) measures the total information received by sinks \( J \) under the encoding schemes in \( I \). By definition, it is clear that \( \text{Ent}_F(I, J, K; \rho) \leq \min(|I| \cdot |J|, |K|) \).

The following proposition is not difficult to prove.

**Proposition 47.** Suppose \( F^{(1)}, F^{(2)}, \ldots, F^{(s)} \) are linear encoding schemes. For any \( I \subseteq [s], J \subseteq [m] \) and \( K \subseteq [n] \),

\[
\text{Ent}_F(I, J, K) = \text{rank} \left\{ F^{(i)}_j : i \in I, j \in J \right\},
\]

where \( F^{(i)}_j \in \mathbb{F}^m \) denotes the vector representation of the linear function \( F^{(i)}_j(x_1, \ldots, x_n) \), and \( F^{(i)}_j \big|_K \in \mathbb{F}^{|K|} \) denotes the vector restricted to the coordinates indexed by \( K \).
**Definition 48 (Lossless Decodable).** Let $G(U \cup V \cup W, E)$ be a network with inputs $U = [n]$ and outputs $V = [m]$, and $s$ encoding schemes $F^{(1)}, F^{(2)}, \ldots, F^{(s)}$. Let $\text{Ent}_F(I, J, K)$ be defined as in Definition 46. Encoding schemes $F^{(1)}, F^{(2)}, \ldots, F^{(s)}$ are called **lossless decodable** if

$$\text{Ent}_F(I, J, K) = \min(|I| \cdot |J|, |K|)$$

for all $I \subseteq [s]$, $J \subseteq [m]$, and $K \subseteq [n]$.

We consider the following application scenario:

1. Network $G(U \cup V \cup W)$ performs $s$ encoding schemes *in turn*, where the encoding schemes are given by $F^{(1)}, F^{(2)}, \ldots, F^{(s)}$.

2. Each source $u \in U(G) = [n]$ carries commodity $x_u \in \mathbb{F}$ to transmit during $s$ different encoding schemes. (Or $x_u$ could be a vector of any *fixed* length, and the encoding function is applied to $x_u$ independently on each coordinate.)

3. Through the network, each sink $v$ receives $F_v^{(i)}(x_1, \ldots, x_n)$, and assume the functions $F_v^{(i)}$ for all $v \in V(G)$, $i \in [s]$, are known to the receivers. \[^6\]

4. We are only given access to a set of sinks $J \subseteq V(G) = [m]$ under encoding schemes indexed by $I \subseteq [s]$ with the aim to decode $x_k$ for all $k \in K$; assume we know $x_k$ for all $k \not\in K$, denoted by $\rho : \{x_k : k \in [n] \setminus K\} \rightarrow \mathbb{F}$.

5. $|I| \cdot |J| = |K|$.

Given $I, J, K$ and $\rho$ as above, regardless of the computational complexity, we can decode all $x_k$ for $k \in K$ if and only if $\text{Ent}_F(I, J, K; \rho) \geq |K|$. This is the reason we call them lossless decodable.

The next proposition asserts that, the underlying network of any lossless decodable encoding schemes must be a superconcentrator.

\[^6\] This assumption looks very strong. However, for linear encoding schemes, it suffices to carry an encoding vector of length $n$ on every edge [55].
**Proposition 49.** Let $G(U \cup V \cup W, E)$ be a network with inputs $U = [n]$ and outputs $V = [m]$ such that there exist lossless decodable encoding schemes $F^{(1)}, F^{(2)}, \ldots, F^{(s)}$, $s \geq 1$, then $G$ is a superconcentrator.

**Proof.** Without loss of generality, assume $s = 1$, and let $F_1, F_2, \ldots, F_m$ denote the linear functions computed by the sinks. Since $F = F^{(1)}$ is lossless decodable, we have

$$\text{Ent}_F(\{1\}, J, K) = \min(|J|, |K|) \quad (2.17)$$

for any $J \subseteq [m]$ and $K \subseteq [n]$. Fix any $J \subseteq U(G) = [m]$ and $K \subseteq V(G) = [n]$ with equal size.

Assume for contradiction that there does not exist $|J|$ vertex-disjoint paths connecting $J$ and $K$. By Menger’s theorem, there exists a set of vertices of size less than $|J|$, say $X$, whose removal disconnects $J$ and $K$.

The following claim is easy to prove.

**Claim 50.** Fix any $F_j$, $j \in J$. Let $X$ be a subset of vertices whose removal disconnects $j$ and $U$. (X may intersect with $U$.) Then $F_j$ can be written a function in $F_u$, $u \in X$. In other words, $F_j$ is completely determined by the values of $F_u$, for all $u \in X$.

By the above claim, the values of $(F_j)_{j \in J}$ are completely determined by the values of $(F_u)_{u \in X \cup (U \setminus K)}$. When the input values of $x_u$ for all $u \in U \setminus K$ are known, $(F_j)_{j \in J}$ can be determined by the values of $(F_u)_{u \in X}$, which implies that, for any fixed partial assignment $\rho : \{x_k : k \in U \setminus K\} \rightarrow F$,

$$\left|\left\{(F_j(x))_j \in F^m : x \in F^m \text{ consistent with } \rho\right\}\right| \leq |F|^{\left|X\right|} \leq |F|^{\left|J\right|-1}. $$

This is a contradiction with (2.17). \qed
2.5.2 Random Linear Network Coding on Superconcentrators

For linear encoding schemes, lossless decodability corresponds to certain minor conditions of the encoding matrix. Given network \( G(U \cup V \cup W, E) \) with inputs \( U = [n] \), outputs \( V = [m] \), and linear encoding schemes \( F^{(1)}, F^{(2)}, \ldots, F^{(s)} \), let \( M \in \mathbb{F}^{sm \times n} \) be the matrix, whose rows are indexed by \([s] \times [m]\), and columns indexed by \([n]\), and

\[
M((i,j);[n]) := F^{(j)}_i \in \mathbb{F}^n.
\]

That is, \( M_{(i,j),k} \) is the \( k \)th coordinate of \( F^{(j)}_i \), and the \((i,j)\)th row corresponds to the coefficients of \( F^{(i)}_j \).

By Proposition 47, the lossless decodable condition is equivalent to the condition

\[
\text{rank} M(I \times J; K) = \min(|I| \cdot |J|, |K|)
\]

for all \( I \subseteq [s], J \subseteq [m] \) and \( K \subseteq [n] \).

Next, we will prove random linear encoding schemes on any superconcentrator are lossless decodable when the size of the field \( \mathbb{F} \) is large enough.

**Theorem 51.** Let \( G(U \cup V \cup W, E) \) be a superconcentrator with inputs \( U = [n] \) and outputs \( V = [m] \). Let \( F^{(1)}, F^{(2)}, \ldots, F^{(s)} \) be \( s \) random linear encoding schemes, then they are lossless decodable with probability \( 1 - o(|\mathbb{F}|; G,s)(1) \).

**Proof.** Recall that \( M \) is an \( sm \times n \) matrix, whose rows are indexed by \((i,j) \in [s] \times [m]\), columns indexed by \([n]\), and \( M_{(i,j),k} \) is the \( k \)th coordinate of the vector \( F^{(i)}_j \).

Fix \( I \subseteq [s], J \subseteq [m], \) and \( K \subseteq [n], \) satisfying \(|I| \cdot |J| = |K|\). For notational convenience, assume \( I = \{1,2,\ldots,|I|\} \) without loss of generality. Let \( S_1, S_2, \ldots, S_{|I|} \) be a decomposition of \( K \) such that \(|S_1| = |S_2| = \ldots = |S_{|I|}| = |J|\).
Claim 52. For each $i \in I$, submatrix

$$M(\{i\} \times J; S_i) \in \mathbb{F}^{[J] \times [J]}$$

is of full rank with probability $\geq 1 - \frac{d|J|}{|F^*|}$, where $d$ is the depth of $G$.

Proof. Observe that $M(\{i\} \times J; S_i)$ is a $|J| \times |J|$ matrix, where each entry is of degree at most $d$. Since $G$ is a superconcentrator, there exist $|J|$ vertex-disjoint paths connecting $J$ and $S_i$; in the $i$th encoding scheme $F^{(i)}$, we can set coefficients on those $|J|$ paths to 1 and 0 everywhere else, which implies that there exists an assignment of random coefficients such that $\det M(\{i\} \times J; S_i)$ is nonzero. Therefore, we claim $\det M(\{i\} \times J; S_i)$ is a nonzero polynomial (in the random coefficients associated with the linear encoding schemes) of degree $\leq d|J|$. The Claim follows by applying Schwartz-Zippel Lemma.

Claim 53.

$$\Pr[\det M(I \times J; K) = 0] \leq \sum_{i=1}^{|I|} \Pr[\det M(\{i\} \times J; S_i) = 0] + \frac{1}{|F^*|}.$$ 

Proof. Recall that we let $I = \{1, 2, \ldots, |I|\}$ for notational convenience. Let

$$M(I \times J; K) = \begin{bmatrix} M(\{1\} \times J; S_1) & Y(1, 2) & \ldots & Y(1, |I|) \\ Y(2, 1) & M(\{2\} \times J; S_2) & \ldots & Y(2, |I|) \\ \vdots & \vdots & \ddots & \vdots \\ Y(|I|, 1) & Y(|I|, 2) & \ldots & M(\{|I|\} \times J; S_{|I|}) \end{bmatrix},$$

and we think of each entry as a (multilinear) polynomial in the random coefficients, which are not chosen yet.

Let $Y(i, j) = R(i, j)M(i, j)$ for $i \neq j$, where $M(i, j)$ is the $|J| \times |J|$ matrix corresponding to the linear encoding coefficients of inputs $S_j$ in outputs $J$ during the encoding scheme $F^{(i)}$ excluding the encodings applied at the sources, and $R(i, j) \in F^{[J] \times [J]}$ is a diagonal matrix.
corresponding to the random coefficients applied to the sources $S_j$ during the encoding scheme $F^{(i)}$.

Observe that the diagonal entry $(k, k)$ in $R(i, j)$ only appears in the $k$th row of submatrix $Y(i, j)$, which implies that this variable will have degree one in the polynomial $\text{det} M(I \times J; K)$. Expand the determinant of $M(I \times J; K)$ as

$$\prod_{i=1}^{|I|} \text{det} M(\{i\} \times J; S_i) + T,$$

where the term $T$ is a sum of products (of determinants of submatrices), and each product contains at least one $R(i, j)$ for $i \neq j$. Thus, we can write

$$T = r_1 T_1 + r_2 T_2 + \ldots$$

where $r_1, r_2, \ldots$ enumerate all the indeterminates in $R(i, j)$ for all $i \neq j$. Note that $r_i$ does not appear in $T_j$ for all $j$, and thus $T$ is linear in every $r_i$. Write

$$T = r_1 \left( T_1 + \frac{r_2}{r_1} \cdot T_2 + \frac{r_3}{r_1} \cdot T_3 + \ldots \right).$$

Choosing $r_1, r_2, \ldots \in \mathbb{F}^*$ uniformly at random is equivalent to choosing $\frac{r_2}{r_1}, \frac{r_3}{r_1}, \ldots$ uniformly at random in $\mathbb{F}^*$, and choosing $r_1 \in \mathbb{F}^*$ at last. Consider the last step, that is, the step right before choosing $r_1$. If $T' := T_1 + \frac{r_2}{r_1} \cdot T_2 + \frac{r_3}{r_1} \cdot T_3 + \ldots$ is zero, then $T = 0$ with probability 1, which implies

$$\Pr \left[ \text{det} M(I \times J; K) = 0 \mid T' = 0 \right] = \Pr \left[ \prod_{i=1}^{|I|} \text{det} M(\{i\} \times J; S_i) = 0 \mid T' = 0 \right] \leq \sum_{i=1}^{|I|} \Pr \left[ \text{det} M(\{i\} \times J; S_i) = 0 \mid T' = 0 \right].$$

(2.18)
If $T' \neq 0$, then $T$ is uniformly distributed in $\mathbb{F}^*$, and thus

$$
\Pr \left[ T + \prod_{i=1}^{\lvert I \rvert} \det M (\{i\} \times J; S_i) = 0 \mid T' \neq 0 \right] \leq \frac{1}{\lvert \mathbb{F}^* \rvert}, \tag{2.19}
$$

because the value of $\prod_{i=1}^{\lvert I \rvert} \det(M (\{i\} \times J; S_i))$ is already determined when $r_1$ is the only coefficient left to be chosen. Combining (2.18) and (2.19), we have

$$
\Pr \left[ M(I \times J; K) = 0 \right] = \Pr \left[ M(I \times J; K) = 0 \mid T' = 0 \right] \Pr[T' = 0] + \Pr \left[ M(I \times J; K) = 0 \mid T' \neq 0 \right] \Pr[T' \neq 0]
\leq \sum_{i=1}^{\lvert I \rvert} \Pr \left[ \det M (\{i\} \times J; S_i) = 0 \mid T' = 0 \right] \Pr[T' = 0] + \frac{1}{\lvert \mathbb{F}^* \rvert}
\leq \sum_{i=1}^{\lvert I \rvert} \Pr \left[ \det M (\{i\} \times J; S_i) = 0 \right] + \frac{1}{\lvert \mathbb{F}^* \rvert}.
$$

Putting the above two claims together, we have

$$
\Pr \left[ M(I \times J; K) \text{ has full rank} \right] \geq 1 - \frac{d \lvert K \rvert + 1}{\lvert \mathbb{F}^* \rvert}.
$$

Applying a union bound over all such $I, J, K$, where there are at most $2^{m+n+s}$ such triples, we conclude that the random linear encoding schemes $F^{(1)}, F^{(2)}, \ldots, F^{(s)}$ are lossless decodable with probability

$$
\geq 1 - \frac{dn + 1}{\lvert \mathbb{F}^* \rvert} \cdot 2^{m+n+s} = 1 - o_{\lvert \mathbb{F} \rvert; G,s}(1).
$$

\[\square\]
CHAPTER 3

CONSERVATIVE CIRCUITS AND ROUTING NETWORKS

3.1 Introduction

One important goal of circuit complexity is to understand complexity of joint computation, in cases where we have multiple computational tasks to perform simultaneously; is it possible to combine computations to make them more efficient? For example, given an explicit operator $F : \{0, 1\}^n \rightarrow \{0, 1\}^m$, what is the wire complexity of computing $F$ when arbitrary gates are allowed? Note that any operator with $n$ inputs and $m$ outputs can be computed by circuits using $mn$ wires when arbitrary gates are allowed.

A good candidate example to study is the Shift operator. It is a simplified variant of cyclic convolution, and sort of a special case of matrix multiplication, while it still inherits some interesting properties. Our original motivation is to understand the wire complexity of the Shift operator in the unrestricted model.

One approach to prove lower bounds is based on information flow arguments. Much work in circuit complexity is guided by the heuristic idea that information is a “substance”, that needs to be routed through a circuit from input gates to appropriate output gates [34, 65, 77]. The notion is that each gate and wire in the circuit can only carry one unit of this substance, and so congestion problems that occur in sparse networks might explain the computational complexity of certain natural problems.

There are at least restricted models of computation, notably the conservative circuits model [68], where this heuristic intuition is made into a firm requirement on the circuit’s behavior. For conservative circuits, lower bounds may be proved (see [68, 69]) that are much stronger than those known for general circuits (with unrestricted gates). In the conservative model, it is known that for constant depth $d$, the wire complexity of the Shift operator is $\tilde{O}(n^{1+\frac{1}{d}})$.

Conservative circuits are equivalent to routing networks in a certain sense [68, 69]. Com-
pared with well-known network coding instances, each node is only allowed to route instead of encoding. By contrast, our goal is to design a communication network, minimizing complexity parameters like depth and number of wires. Very little is known about the actual comparative strengths of the routing-based paradigm and of general network-coding solutions.

We want to know what kind of property of the Shift operator captures its wire complexity, and hope to extend known arguments to a more general model, called semi-conservative circuits, which allow arbitrary preprocessing and a final layer of postprocessing. This motivates the definition of the “Expansive Routing Family” (ERF). It turns out there exist small-size ERF networks of depth 2 and 3, and the sizes are asymptotically tight. For depth 2, the size is $\Theta \left( n \left( \log n / \log \log n \right)^2 \right)$; for depth 3, the size is $\Theta \left( n \log \log n \right)$; for higher depth $d \geq 4$, we prove lower bound $\Omega_d \left( \lambda_d(n) \cdot n \right)$. However, we do not know whether it is tight or not.

The existence of small-size ERF networks eliminates the possibility to prove strong lower bounds from this connectivity requirement. On the other hand, the definition of the ERF networks and the constructions may be interesting on its own right. In general, we propose the research challenge to develop a powerful and broadly-applicable set of techniques for both upper bounding and lower bounding the wire complexity of routing networks for given specific demands. This challenge has essentially been studied before in various theoretical contexts, but is little studied in its full generality. For example, both upper bounds and lower bounds are proved for routing networks realizing shifts or all permutations [68, 69]; Riis proposed a guessing game approach to study such problems, which applies to unrestricted computation, not necessarily routings [79].

### 3.1.1 Organization

In Section 3.2.1, we describe one formulation of the conservative circuits model [68]. This model aims to make precise the idea of an algorithm that handles certain pieces of information
as “atomic”, manipulating them without inspecting their values or combining them with other atomic information sources. We also describe some relaxations of the conservative circuits model, on which we have made partial progress. The basic notion we are exploring is that of circuits which are allowed to separately “preprocess” certain parts of the input, but which must then handle this information in an essentially “conservative” way. (We call these circuits semi-conservative.) We believe such circuits should to some extent inherit the provable limitations of ordinary conservative circuits.

In Section 3.2.2, we formally define routing networks, which are naturally related to conservative circuits. Roughly speaking, a routing network with a specific routing scheme is a circuit where all gates are projection gates. We will see the relationship between the entropy function computed by the conservative circuit and the information set of the routing schemes. In Section 3.2.3, we formulate the definition of Expansive Routing Family (ERF) networks, based on some entropy property satisfied by the Shift operator.

In Section 3.3.1, we prove a lower bound on the size of depth-2 ERF networks, which relies on the edge lower bounds of disperser graphs [78]. In Section 3.3.2, we prove an \( \Omega_d (\lambda_d(n) \cdot n) \) lower bound on the size of depth- \( d \) ERF networks for all constant \( d \geq 3 \), where the proof uses a powerful lemma of Raz and Shpilka [77]. In Section 3.3.3, we show how these results imply the same circuit lower bounds for computing the Shift operator under the constant-depth semi-conservative circuits model.

In Section 3.4, we turn to the study of upper bounds, that is, the construction of ERF networks. All the constructions are probabilistic (for both graphs and routing schemes), and are inspired by superconcentrators [6, 21, 78]. Compared with superconcentrators, they seem more delicate, and their sizes are the same up to a constant factor for depth 3; for depth 2, it is even smaller than superconcentrators by a factor of \( O(\log \log n) \). Specifically, we obtain depth-2 upper bound \( O(n(\log n/\log \log n)^2) \) in Section 3.4.1; we have depth-3 upper bound \( O(n \log \log n) \) in Section 3.4.4.

In Section 3.5, we propose the challenge to determine the number of edges required in
bounded-depth networks implementing certain families of “routings” between source and sink nodes. This problem is a fairly general graph-theoretic problem, and it is the combinatorial essence of circuit complexity in the conservative-circuit model. Despite its natural significance, however, the problem seems to have received little attention in recent years. Towards this challenge, in Section 3.5.1, we give a lower bound based on the entropy concept. The lower-bound criterion we give is a significant generalization of work of [68, 69] on so-called shifter and connector graphs. In Section 3.5.2, using probabilistic arguments, we construct depth-d routing networks of size $O\left(dn^{1+\frac{1}{d}}\right)$ realizing all $n$ shifts, for fixed $d$. The size is asymptotically optimal, and the method is related to previous works [68, 64], but simpler.

In Section 3.5.3, we list some related open problems may be worth investigating.

3.2 Preliminaries

3.2.1 Conservative Circuits and Relaxations

The idea of a conservative circuit is most naturally motivated by specific computational problems, for example the Boolean (cyclic) Shift operator. For input parameter $n$, this operator takes as input a string $x \in \{0,1\}^n$ and a number $i \in \mathbb{Z}_n$ (described by $\log_2 n$ bits). The output is a string $y \in \{0,1\}^n$. We consider $x, y$ to have coordinates indexed by $\mathbb{Z}_n$, and the operator is defined by

$$\text{Shift}(x, i)_j = y_j := x_{j+i} \mod n.$$  

This operator appears very simple, yet after decades of study it is unknown whether Shift can be computed by (logarithmic-depth) linear-sized Boolean circuits.

Now one possible hunch about this problem is that inspecting the values $x_1, \ldots, x_n$ is not really “useful” for the circuit; all that matters is that they get “routed” through the circuit
to their destination output coordinate, and the choice of routing ought not to depend on the
values \(x_1, \ldots, x_n\) themselves, but only on the shift-amount \(i\).

To formalize this requirement, let us say that a circuit \(C(x, i)\) is \textit{conservative with respect to} \(x\) if, after fixing any setting to \(i\), all remaining gates in the circuit become \textit{projection gates}: that is, they simply take on the value of some particular input variable. Formally, a projection gate \(g\) is just a “dictator function” \(g(y_1, \ldots, y_k) = y_a\), for some \(a \in [k]\), where this value \(a\) is determined in some way by the shift amount \(i\) given to \(C\). It is worth noting that all operators computable by conservative circuits have a special structure, that is, after fixing any setting to \(i\), all outputs are projections of the inputs.

Next we propose a relaxation of the conservative-circuit model. Our model makes sense for computing operators \(F : \{0, 1\}^n \rightarrow \{0, 1\}^m\) with multiple output bits. (For single-output circuits the model is trivially all-powerful.)

Say that an (unbounded-fanin, Boolean-valued-gates) circuit

\[
C(x^{(1)}, \ldots, x^{(k)}, i),
\]

is \textit{semi-conservative} with respect to the designated input blocks \(x^{(1)}, \ldots, x^{(k)}\), if \(C\) has the form

\[
C = C'(C_1(x^{(1)}), \ldots, C_k(x^{(k)}), i),
\]

for some subcircuits \(C', C_1, \ldots, C_k\) (where the understanding is that \(C'\) takes as inputs only the output gates of \(C_1, \ldots, C_k\) and \(i\)); and, where we have the following property:

- for any fixed setting to \(i\), all intermediate gates in \(C'\) become projection gates. (We allow the output gates of \(C'\) to compute arbitrary Boolean functions.)

The natural complexity measure for such circuits is their number of wires. For an operator \(F : \{0, 1\}^n \rightarrow \{0, 1\}^{\Theta(n)}\) we can always compute \(F\) by a semi-conservative circuit of \(O(n^2)\) wires, and for randomly chosen operators this is optimal (this follows from [49]).
We also define the model of *semi-conservative circuits with preprocessing*, which is the same as above, except we do not “charge” for the wires in the subcircuits \( C_1, \ldots, C_k \), but only for those in \( C' \).

A research question is to extend known lower bounds for conservative circuits to these relaxations, that is, semi-conservative model or semi-conservative models with preprocessing. For the Shift operator, in Section 3.3.3, we manage to prove wire lower bounds \( \Omega(d(n \cdot \lambda_d(n))) \) for depth \( d \geq 3 \); \( \Omega \left( n \left( \frac{\log n}{\log \log n} \right)^2 \right) \) for depth \( d = 2 \), under the semi-conservative model with preprocessing. The lower bound follows from some required connectivity patterns, for which we call the “Expansive Routing Family” (ERF).

Unfortunately, the ERF property cannot yield lower bound comparable to the \( \Omega \left( n^{1+\frac{1}{d}} \right) \). Because for depth 2 and 3, there exist small-size ERF networks, where the sizes match the lower bounds up to a constant factor.

On the other hand, in the course of this work, we have become convinced that there are interesting and powerful techniques to lower bound and upper bound the size of information-routing networks. Such techniques (which ought to apply to many natural patterns of routing requests) could be of interest to designers of communication networks and to approximation-algorithms people as well as to complexity theorists.

### 3.2.2 Networks and Routings

The definition of conservative circuits is naturally related to routing networks. That is, after fixing the setting to \( i \) (recall that the circuit inputs have two disjoint parts, \( x \) and \( i \)), the circuit is equivalent to a network with a *specific* routing scheme. The formal definition of routing networks will be given shortly. Roughly speaking, a network with a routing scheme is a circuit where all gates are *projection* gates. This framework has been studied in the past.

For example, in [68, 69], both lower bounds and upper bounds (on the number of edges) are proved for routing networks realizing shifts or all permutations; the book “Switching Networks” contains some papers studying such routing problems with an eye to some specific
A network, for our purposes, is just a directed acyclic graph $G = (V, E)$, with vertex set $V(G) = (U, V, W)$.

Here, $U$ and $V$ are disjoint sets of so-called input and output vertices, respectively. The vertices $U$ are always source vertices in $G$, while $V$ are sink vertices. The remaining nodes, $W$, are the intermediate vertices ($W$ may contain sources and sinks). Important parameters of $G$ are $n := |U|$, $m := |V|$, and the depth $d(G)$, defined as the length of the longest directed path in $G$. We will freely call $G$ an $(n, m)$-network or $n$-network when $n = m$.

Let $e \rightarrow v$ denote the condition that edge $e$ is incoming on vertex $v$, and similarly let $v \rightarrow e$ denote that $e$ is outgoing from $v$.

We will be interested in “routings” in $G$, where each input vertex $x_i \in X$ has a unique “commodity” of its own, call it commodity $i$. Formally, a routing in $G$ is a function

$$\mathcal{R} : E(G) \rightarrow [n] \cup \{\bot\}.$$ 

We think of $\mathcal{R}(e)$ as the (unique) commodity routed along edge $e$; if $\mathcal{R}(e) = \bot$ then $e$ is unused. We require a routing to obey some basic constraints:

1. (Input vertices provide their own commodities) For any input vertex $u_i \in U$,

$$\{\mathcal{R}(e) : u_i \rightarrow e\} \subseteq \{i\} ;$$  

(3.1)

2. (Intermediate vertices have unit capacity) For any vertex $w \in W$,

$$|\{\mathcal{R}(e) : e \rightarrow w \text{ and } \mathcal{R}(e) \neq \bot\}| \leq 1 ;$$  

(3.2)
3. (Free copying, but no free synthesis or garbage disposal) For any \( w \in W \),
\[
\{ R(e) \cap [n] \}_{w \rightarrow e} = \{ R(e') \cap [n] \}_{e' \rightarrow w}.
\] (3.3)

While there is some resemblance between our notion of a routing and the multicommodity flow problems most typically studied in network design problems (particularly those with integrality constraints), there are also important differences, notably the fact that we allow free “copying” of our commodities.

Before drawing the connection between conservative circuits and routing networks, we need some definitions. Following [50], for an operator \( F : \{0,1\}^{n+n'} \rightarrow \{0,1\}^m \), define the entropy of \( F \) as
\[
\text{Ent}(F) := \log_2 (|\text{Range}(F)|).
\] (3.4)

(This is a combinatorial measure, held distinct from the Shannon entropy.) Now suppose that \( F \) has two designated disjoint input blocks: \( F = F(x, i) \), where \( (x, i) \in \{0,1\}^n \times \{0,1\}^{n'} \).

For \( I \subseteq \{0,1\}^{n'} \), \( J \subseteq [m] \), define the operator \( F_{I,J} : \{0,1\}^n \rightarrow \{0,1\}^{|J|\cdot|J|} \) by
\[
F_{I,J} : (x) := (F_j(x, i))_{i \in I, j \in J}.
\] (3.5)

For an operator \( F(x, y) : \{0,1\}^{n+n'} \rightarrow \{0,1\}^m \), the quantities \( \text{Ent}(F_{I,J}) \) are a fairly natural measure of “information flow” from the input, into the output gates indexed by \( J \), in any augmented circuit computing \( F \). For semi-conservative circuits, however, we have greater control on how information travels through the circuit, and this opens the possibility that we might exploit the quantities \( \text{Ent}(F_{I,J}) \) in more effectively for lower-bound purposes.

Now let us draw a simple connection between semi-conservative circuits and multirequests. Suppose \( C(x, i, z) \) is a semi-conservative circuit for \( F \), augmented with respect to \( x \)
and auxiliary advice operator $F_{\text{adv}}$, so that

$$C(x, i, F_{\text{adv}}(x)) \equiv F(x, i).$$

Let $z = (z_1, \ldots, z_p)$. Let $G$ be the directed acyclic graph associated with $C$.

For each setting to $i$, every gate $g$ in $C$ (other than the input and output gates) becomes a projection gate. Let $e_i(g) \in E(G)$ denote the incoming edge (i.e., wire) to $g$ carrying the input that $g$ projects under the setting $i$. Say that an edge $e$ ending at $g$ is a projecting edge for $i$ if $e = e_i(g)$. We define a routing $R_i$ in $G$, by letting $R_i(e) = w$, if $e$ is a projecting edge for $i$ and carries the input variable $w \in \{x_1, \ldots, x_n, z_1, \ldots, z_p\}$. (We are abusing notation slightly.) Otherwise, set $R_i(e) = \perp$. (Formally, a projecting edge $e$ for $i$ carries $w$ if there is a path of projecting edges for $i$, beginning at $w$ and ending with $e$ itself. In this case $e$ will, in fact, transmit the value of $w$ on input $(x, i, z)$ to the circuit $C$.)

$R_i$ automatically obeys properties 1 and 2 of our definition of routings, but it might not obey the “no free garbage disposal” rule. To fix this, say that a projecting edge $e$ for $i$ is live if there is a path of projecting edges for $i$, beginning at an input in $\{x_1, \ldots, x_n, z_1, \ldots, z_p\}$ and ending at an output gate, and that contains $e$.

Define $R_i^*(e) := R_i(e)$ if $e$ is live, otherwise $R_i^*(e) := \perp$. It is now easy to verify that $R_i^*$ is a valid routing according to our definition. $R_i^*$ exactly fulfills some $(n+p, n)$-request; call this $r_i$. Let $R$ be the multirequest containing all of the requests $r_i$.

On an input $(x, i, z)$, it follows readily from the definitions that the value of any output gate $v_j$ with $j \in J$ is determined by the values of inputs $w \in \{x_1, \ldots, x_n, z_1, \ldots, z_p\}$ carried by wires (edges) incident to $v_j$ that are live and projecting edges with respect to $i$; that is, by the values of the set of inputs

$$\{w \in \{x_1, \ldots, x_n, z_1, \ldots, z_p\}: R_i^*(e) = w \}_{e \rightarrow v_j} = r_i^{-1}(j). \quad (3.6)$$

In particular, this holds when $z = F_{\text{adv}}(x)$. 
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Now fix a subset \( J \subseteq [m] \) of outputs, and let \( I \subseteq \{0, 1\}^{n'} \) be a collection of settings to \( i \). It follows from our work above that \( F_{I,J}(x) \) can be determined by the values of

\[
\{ w \in \{x_1, \ldots, x_n, z_1, \ldots, z_p \} : \mathcal{R}_i^*(e) = w \} = \bigcup_{i \in I, j \in J} v_i^{-1}(j),
\]

(3.7)
a set we denote \( \mathcal{R}_I^{-1}(J) \subseteq [n + p] \). Thus, we have:

**Proposition 54.** Suppose \( C(x,i,z) \) is as augmented as above. Then, for all \( I \subseteq \{0, 1\}^{n'} \) and \( J \subseteq [m] \),

\[
\text{Ent}(F_{I,J}) \leq |\mathcal{R}_I^{-1}(J)|.
\]

(3.8)

For conservative circuits without preprocessing, we have strict equality in (3.8), that is,

\[
\text{Ent}(F_{I,J}) = |\mathcal{R}_I^{-1}(J)|.
\]

### 3.2.3 Expansive Routing Family

Now if \( F \) is an operator for which we have good *lower bounds* on the quantities \( \text{Ent}(F_{I,J}) \), then this tells us that the collection of routings \( \{\mathcal{R}_i^*(e)\} \) implemented by the network \( G \) has a good “expansion” property. The hope is that such property entails a lower bound on the number of edges for \( G \), if \( G \) is of bounded depth.

What are the “upper limits” of this approach? Trivially, we always have \( \text{Ent}(F_{I,J}) \leq |I| \cdot |J| \), since \( F_{I,J} \) outputs only \( |I| \cdot |J| \) bits. For Shift operator, we have

\[
\text{Ent}(F_{I,J}) = |I - J|,
\]

where \( I, J \) are viewed as subsets of \( \mathbb{Z}_n \), and \( I - J := \{x - y : x \in I, y \in J\} \). For most sets \( I, J \), we have \( \text{Ent}(F_{I,J}) = \Omega(\min(n, |I| \cdot |J|)) \). This motivates the definition of the “Expansive Routing Family” (ERF).

**Definition 55 (Expansive Routing Family (ERF)).** *Given a network* \( G \) *with* \( n \) *sources and* \( n \)
sinks, and \( n \) routing schemes, it is called an Expansive Routing Family (ERF) with constant \( \delta > 0 \) if

\[
\left| \mathcal{R}_I^{-1}(J) \right| \geq \delta \min(|I| \cdot |J|, n)
\]

for all \( I, J \subseteq [n] \). Whenever \( \delta \geq \frac{1}{2} \), we can simply say it is an Expansive Routing Family, and \( G \) is called an ERF network.

At this point, let us compare Expansive Routing Family (ERF) with the Strong Multiscale Entropy (SME) property, which is due to Jukna ([51], Chapter 13) generalizing a lower bound of Cherukhin [20]. Roughly speaking, if operator \( F : \{0,1\}^n \to \{0,1\}^m \) satisfies the Strong Multiscale Entropy (SME) property, then for every \( p \geq \sqrt{n} \) there exists an equal-size partition of \([n]\), denoted by \( I_1, I_2, \ldots, I_p \), and an equal-size partition of \([m]\), denoted by \( J_1, J_2, \ldots, J_{m/p} \), such that

\[
\text{Ent}(\tilde{F}_{I_i,J_j}) \geq \Omega(n)
\]

for all \( i \) and \( j \), where

\[
\tilde{F}_{I,J} := (F_{I,i,j})_{i \in I, j \in J},
\]

where \( F_{I,i,j}(x) := F_j(x[I : i]) \), and \( x[I : i] \) denotes the vector obtained from \( x \) by setting the \( i \)th bit to 1, and setting the \( i' \)th bit to 0 for all \( i' \in I \setminus \{i\} \). It is worth noting that the definition of \( \tilde{F}_{I,J} \) is different from the definition of \( F_{I,J} \) in (3.5), in which \( I \subseteq \{0,1\}^s \) represents the “controlling” part.

The significance of the Strong Multiscale Entropy property is that it implies circuit lower bounds. For example, Jukna proved that \( n \times n \) matrix multiplication over \( \mathbb{F}_2 \) requires at least \( n^3 \) wires for depth-2 circuits ([51], Chapter 13); Cherukhin proved lower bounds of the form \( \Omega_d (n \cdot \lambda_{d-1}(n)) \) on the number of wires needed to compute cyclic convolutions in depth \( d \geq 2 \) [20]. On the other hand, Drucker exhibited an explicit operator satisfying the SME property that in computable in depth \( d \) with \( O(\lambda_{d-1}(n) \cdot n) \) wires, for \( d = 2, 3, \) and for even \( d \geq 6 \) [27].
Remark 56. In the above definition, why do we not insist on $\delta = 1$? Because in this case $\Omega(n^2)$ edges are needed regardless of the depth. The proof is the following: fix any $I \subseteq [n]$ of size 2, and consider $J \subseteq [n]$ of size $\frac{n}{2}$. In order to be an ERF network with $\delta = 1$, we should have $\mathcal{R}_I^{-1}(J) = [n]$. In words, for every source, it gets routed to some sink in $J$, under some routing scheme in $I$.

Without loss of generality, assume $G$ is layered, and denote the sources by $U$, sinks by $V$, and the layer next to $V$ by $W$. We will show the number of edges between $W$ and $V$ is $\Omega(n^2)$. Let $\overline{D}$ be the average degree of $v \in V$. It suffices to show $\overline{D} = \Omega(n)$.

Consider a new bipartite graph

$$G' = G'_I(U, V, E)$$

as follows (depending on the choice of $I \subseteq [n]$): edge $(u, v) \in E$ if $u$ gets routed to $v$ under some routing scheme in $I$. There are $\overline{D}n$ edges between $W$ and $V$ in graph $G$, and each edge can carry at most one unit in one routing scheme. So, in $|I|$ schemes, the total number of units routed is at most $\overline{D}n|I|$, which implies $|E(G')| \leq \overline{D}n|I|$. In average, each $u \in U$ is routed to $\leq \overline{D}|I|$ sinks, that is, the average degree of $u \in U$ in graph $G'$ is $\leq \overline{D}|I|$. Hence there exists some $u^* \in U$ with degree $\leq \overline{D}|I|$. By our definition of the ERF network with $\delta = 1$, any $J \subseteq V$ of size $\frac{n}{2}$ should cover $U$, i.e., $\Gamma(J) = U$ in graph $G'$. Therefore, vertex $u^* \in U$ is allowed to miss at most $|J| - 1$ vertices, which implies

$$\overline{D}|I| \geq \deg(u^*) \geq n - |J| + 1 = \frac{n}{2} + 1,$$

which implies $\overline{D} \geq \frac{n}{4}$.

Furthermore, to justify the definition of ERF, we will prove the choice of the constant $\delta = \frac{1}{2}$ does not matter. As the next lemma shows, we can “amplify” the constant arbitrarily close to 1, at the cost of a multiplicative constant factor in size (both vertices and edges),
without increasing the depth.

**Lemma 57** (Amplification Lemma). Let $G$ be a depth-$d$ size-$s$ ERF network with constant $\delta > 0$, that is, for all $I, J \subseteq [n]$,

$$|\mathfrak{R}^{-1}_I(J)| \geq \delta \min(|I| \cdot |J|, n).$$

For any constant $\epsilon > 0$, there exists an ERF network $G'$ with constant $1 - \epsilon$ of size $O_{\delta, \epsilon}(s)$ and depth $d$, where the constant in $O_{\delta, \epsilon}(s)$ only depends on $\delta$ and $\epsilon$.

**Proof.** Assume $G = (U \cup W \cup V, E)$, where $|U| = |V| = n$, and $U$ are sources, $V$ sinks. Let $t = t(\delta, \epsilon)$ be a constant to be determined later, which only depends on $\delta$ and $\epsilon$. Roughly speaking, the network $G'$ is a disjoint union of $t$ copies of $G$ on the same $U$ and $V$, where each copy is obtained by randomly permuting $n$ sources. To be specific,

1. Assume $U$ is indexed by $[n]$, and $V$ is also indexed by $[n]$;
2. Make $t$ copies of $G$ (including the routing schemes), and denote by $G_1, G_2, \ldots, G_t$;
3. For each $G_i$, we randomly permute the labels of $U_i$, where $G_i = (U_i \cup W_i \cup V_i, E_i)$;
4. Finally, we take a disjoint union of $G_i$ and identify $U_i$ and $V_i$ according to their labels;
5. The routing scheme of $G'$ is the union of the routing scheme of $G_i$. (This is possible because outputs can receive all commodities from the incoming neighbors.)

It is clear that the depth does not change, and the size (= number of edges) is at most $ts$. We shall determine the value of $t$, and prove $|\mathfrak{R}'^{-1}_I(J)| \geq (1 - \epsilon) \min(ij, n)$, for all $I, J \subseteq [n]$, where $\mathfrak{R}'$ denotes the routing scheme for $G'$, $i := |I|$, and $j := |J|$.

Let $I \subseteq [n]$, and $J \subseteq V = [n]$. Since $G$ is an ERF network with constant $\delta$, we have $|\mathfrak{R}^{-1}_I(J)| \geq \delta \min(ij, n)$. Let $A := \mathfrak{R}^{-1}_I(J) \subseteq [n]$, and let $\pi_i$ be the random permutation applied to $G_i$. Then,

$$B := \mathfrak{R}^{-1}_I(J) = \bigcup_{i} \pi_i(A).$$
By union bound, it suffices to prove that

\[ \sum_{I,J} \Pr [|B| < (1 - \epsilon) \min(ij, n)] \rightarrow 0. \tag{3.9} \]

**Case 1:** \( ij \leq \frac{n}{2} \). Let \( \ell := ij \), and thus \( |A| \geq \ell \delta \). Since each \( \pi_i \) is a random permutation on \([n]\), \( \pi_i(A) \) will be a uniformly random subset of \([n]\) of size \( |A| \geq \delta \ell \), and hence \( B \) contains \( t \) uniformly random subsets of \([n]\), each of size \( \delta \ell \). Then,

\[
\log \Pr [|B| < (1 - \epsilon) \ell] \\
\leq \ell \log \left( \frac{n}{1 - \epsilon} \right) \left( \frac{(1 - \epsilon) \ell}{n} \right)^{t \delta \ell} \\
\leq \ell \log \frac{en}{\ell} - t \delta \ell \log \frac{n}{(1 - \epsilon) \ell} \\
\leq 2\ell \log \frac{n}{\ell} - t \delta \ell \log \frac{n}{\ell} \\
= -(t \delta - 2) \ell \log \frac{n}{\ell}.
\]

**Case 2:** \( ij > \frac{n}{2} \). Again let \( \ell := ij \).

\[
\Pr [|B| < (1 - \epsilon) \min(\ell, n)] \\
\leq \left( \frac{n}{1 - \epsilon} \right) \left( \frac{(1 - \epsilon) \min(\ell, n)}{n} \right)^{t \delta \ell} \\
< 2^n \left( \frac{(1 - \epsilon) \min(\ell, n)}{n} \right)^{t \delta \ell} \\
< 2^n (1 - \epsilon)^{t \delta n/2}.
\]

Set \( t = t(\delta, \epsilon) \) such that \( t \delta - 2 \geq 8 \) and \((1 - \epsilon)^{t \delta} < 2^{-6}\). Split the summation of (3.9)
into two parts: \( ij < \frac{n}{2} \) and \( ij \geq \frac{n}{2} \). The second part goes to 0, because if \( \ell \geq \frac{n}{2} \),

\[
\Pr [ |B| < (1 - \epsilon) \min(\ell, n) ] < 2^{-5n},
\]

and we are summing over \( I, J \), and there are at most \( 2^n \cdot 2^n = 2^{2n} \) such \( I, J \) in total. For the first part,

\[
\sum_{I,J} \Pr [ |B| < (1 - \epsilon)ij ] < \sum_{ij \leq n/2} \left( \begin{array}{c} n \\ i \\ \end{array} \right) \left( \begin{array}{c} n \\ j \\ \end{array} \right) 2^{-ij \log \frac{n}{ij}}.
\]

(3.10)

Applying the following lemma (Lemma 58) with \( \epsilon = 8 \), we complete the proof.

The following lemma will be used many times when applying union bounds for analyzing the routing networks.

**Lemma 58.** For any constant \( \epsilon > 0 \),

\[
\sum_{i,j} \left( \begin{array}{c} n \\ i \\ \end{array} \right) \left( \begin{array}{c} n \\ j \\ \end{array} \right) 2^{-\epsilon ij \log \frac{n}{ij}} \to 0,
\]

where we sum over all such positive integer \( i, j \) such that \( ij \leq n2^{-8/\epsilon} \) and \( j \geq \frac{8}{\epsilon} \).

**Proof.** First,

\[
\sum_{i,j} \left( \begin{array}{c} n \\ i \\ \end{array} \right) \left( \begin{array}{c} n \\ j \\ \end{array} \right) 2^{-\epsilon ij \log \frac{n}{ij}} \leq 2 \sum_{i \geq j} 2^{2i \log \frac{n}{i} - \epsilon ij \log \frac{n}{ij}}.
\]

Split the sum into the following two cases.
Case 1. $j \leq i \leq \log n$.

\[
2i \log \frac{n}{i} - \epsilon ij \log \frac{n}{ij} \\
\leq 2i \log n - \frac{\epsilon}{2} ij \log n \\
\leq -2i \log n .
\]

Thus, $\sum_{j \leq i \leq \log n} \binom{n}{i} \binom{n}{j} 2^{-\epsilon ij \log \frac{n}{ij}} \leq \sum_{i,j} 2^{-2i \log n} \to 0$.

Case 2. $\log n < j \leq i$.

\[
2i \log \frac{n}{i} - \epsilon ij \log \frac{n}{ij} \\
\leq \epsilon i \left( \frac{2 \log \frac{n}{i} - j \log \frac{n}{ij}}{\epsilon} \right) \\
\leq \epsilon i \log \left( \binom{ij}{n} \frac{j^{-\frac{2}{i}}}{j^{\frac{2}{i}}} \right) \\
\leq \epsilon i \log \left( 2^{-\left(\frac{2}{i} \log \frac{n}{ij} - \frac{8}{2} \right)} \right) \\
\leq \epsilon i \log \left( 2^{-\left(\frac{4}{i} \log \frac{n}{ij} - \frac{8}{2} \right)} \right) \\
\leq -2i \log n .
\]

Thus, $\sum_{\log n < j \leq i} \binom{n}{i} \binom{n}{j} 2^{-\epsilon ij \log \frac{n}{ij}} \leq \sum_{i,j} 2^{-2i \log n} \to 0$.

\[
\square
\]

### 3.3 Lower Bounds

In this section, we will prove lower bounds on the size of ERF networks. The tightness of the lower bounds for depth 2 and 3 will be shown in the next section.
3.3.1 Depth 2

We will prove $\Omega(n(\log n / \log \log n)^2)$ lower bound on the number of edges for depth-2 ERF network. The proof relies on Theorem 1.5 in [78], which is a lower bound for disperser graphs. The idea is to show any depth-2 ERF network must contain $\Omega(\log n / \log \log n)$ disjoint copies of dispersers, and each disperser graph has $\Omega(n \log n / \log \log n)$ edges.

**Definition 59** (disperser graphs). A bipartite graph $G = (V_1 = [N], V_2 = [M], E)$ is a $(K, \epsilon)$-disperser graph, if for every $X \subseteq V_1$ of cardinality $K$, $|\Gamma(X)| > (1 - \epsilon)M$. The size of $G$ is $|E(G)|$.

**Theorem 60.** (lower bounds for disperser graphs, Theorem 1.5 in [78]). Let $G = (V_1 = [N], V_2 = [M], E)$ be a $(K, \epsilon)$-disperser. Denote by $\overline{D}$ the average degree of a vertex in $V_1$. Assume that $K < N$ and $|\overline{D}| \leq (1 - \epsilon)M/2$ (i.e., $G$ is non trivial). If $\frac{1}{M} \leq \epsilon \leq \frac{1}{2}$, then $\overline{D} = \Omega\left(\frac{1}{\epsilon} \cdot \log(N/K)\right)$; if $\epsilon > \frac{1}{2}$, then $\overline{D} = \Omega\left(\frac{1}{\log(1/(1-\epsilon))} \cdot \log(N/K)\right)$.

**Theorem 61.** Let $G = (U \cup W \cup V, E)$, where $|V| = n$, be a depth-2 ERF network. Then

$$|E| \geq \Omega\left(n \left(\frac{\log n}{\log \log n}\right)^2\right).$$

**Proof.** Let $E = E_1 \cup E_2$, where $E_1$ is the set of edges from $U$ to $W$, and $E_2$ from $W$ to $V$. Assume $|E_2| \leq n \log^2 n/2$, otherwise there is nothing to prove. Let $V' \subseteq V$ be the set of vertices with degree at most $\log^2 n$. Since $|E_2| \leq n \log^2 n/2$, we have $|V'| \geq n/2$.

Restricting $G$ on $U \cup W \cup V'$, denoted by $G'$, it is clear that $G'$ is still an ERF network, where $|U| = n$ and $|V'| \geq n/2$. For each $i = 0, 1, \ldots, \log n/(12 \log \log n)$, let

$$W_i := \left\{ w \in W : \deg^+(w) \geq \frac{n}{(\log n)^{6i+3}} \right\},$$

where $\deg^+(w)$ denotes the outdegree of $w$ (= the number of edges from $w$ to $V$) in graph
$G'$. Since $|E_2| \leq n \log^2 n/2$, we have

$$|W_i| \leq \frac{|E_2|}{n/(\log n)^{6i+3}} \leq \frac{1}{2} \cdot (\log n)^{6i+5}.$$  \hspace{1cm} (3.11)

**Claim 62.** Let $k = (\log n)^{6i}$. Graph $G'$ restricted to vertices $V' \cup (W_i \setminus W_i-1)$ is a $(k, \epsilon)$ disperser, where $1 - \epsilon = \Omega(1/(\log^5 n))$.

**Proof.** Let $J \subseteq V'$ be any subset of size $k$. Note that each vertex in $V'$ has degree at most $\log^2 n$, and thus $|\Gamma(J)| \leq k \log^2 n$. Since $|\mathfrak{R}^{-1}_I(J)| \geq \frac{1}{2} \cdot \min(|I| \cdot |J|, n)$, regardless of the routing scheme, the following condition should be always satisfied:

$$\sum_{w \in \Gamma(J)} \min(|I|, \deg^- (w)) \geq \Omega(\min(|I| \cdot |J|, n)),$$  \hspace{1cm} (3.12)

where $\deg^- (w)$ is the indegree of $w$ ( = number of edges from $U$ to $w$). Setting $|I| = \frac{n}{k}$, (3.12) becomes

$$\sum_{w \in \Gamma(J)} \min \left( \frac{n}{k}, \deg^- (w) \right) \geq \Omega(n).$$  \hspace{1cm} (3.13)

Split the sum in the right hand side of (3.13) into two parts: $w \in \Gamma(J) \setminus W_i$ and $w \in \Gamma(J) \cap W_i$.

For the first part,

$$\sum_{w \in \Gamma(J) \setminus W_i} \deg^- (w) \leq \frac{n}{(\log n)^{6i+3}} \cdot |\Gamma(J)|$$

$$\leq \frac{n}{(\log n)^{6i+3}} \cdot k \log^2 n \quad \text{ for } |\Gamma(J)| \leq k \log^2 n$$

$$= \frac{n}{\log n} \cdot k = \log^{6i} n$$

Thus

$$\sum_{w \in \Gamma(J) \cap W_i} \min \left( \frac{n}{k}, \deg^- (w) \right) \geq \Omega(n) - \frac{n}{\log n} = \Omega(n),$$

1. This is the only place we use the property of ERF for proving the lower bound for depth-2 networks.
which implies
\[ |\Gamma(J) \cap W_i| \geq \frac{\Omega(n)}{n/k} = \Omega(k). \]
Observing that \(|W_{i-1}| \leq \frac{1}{2} \cdot (\log n)^{6i-1} = o(k)\) by (3.11), we have
\[ |\Gamma(J) \cap (W_i \setminus W_{i-1})| = \Omega(k) - o(k) = \Omega(k) = \Omega((1-\epsilon) \cdot |W_i \setminus W_{i-1}|), \]
which proves the claim.

By Theorem 60, the number of edges incident on \(V'\) and \(W_i \setminus W_{i-1}\) is at least
\[ |V'| \cdot \Omega \left( \frac{1}{\log(5 \log^5 n)} \log \left( \frac{n}{k} \right) \right) = \Omega \left( \frac{n \log n}{\log \log n} \right). \]
Summing over \(i = 0, 1, \ldots, \log n / (12 \cdot \log \log n)\) gives the desired conclusion.

Remark 63. In the proof, only a weaker condition is required: for each \(k\), there exists \(I\) of size \(k\), such that \(|R^{-1}_I(J)| \geq \Omega(\min(|I| \cdot |J|, n))\) holds for all \(J \subseteq [n]\).

3.3.2 Depth ≥ 3

In this subsection, we will prove lower bounds on the size of ERF networks for constant depth \(\geq 3\). In fact, the lower bound holds for the unrestricted circuits model instead of conservative circuits. By the connection between conservative circuits and routing networks in Proposition 54, the lower bound for routing networks follows immediately.

Definition 64 (Definition 2.3 in [77]). Let
\[
\lambda_1(n) := \lfloor \sqrt{n} \rfloor, \\
\lambda_2(n) := \lceil \log n \rceil, \\
\lambda_d(n) := \lambda_{d-2}^*(n).
\]
Lemma 65 (Lemma 1.1 in [77]). Let \( d > 1 \) be a constant, and let \( G = ((U, V, W), E) \) be a directed, layered, \(^2\) acyclic graph of depth \( d \) with at least \( n \) vertices in total. Here the vertex set of \( G \) has a designated subset \( U \) of source vertices and a designated subset \( V \) of sink vertices, along with the rest of the vertices (denoted \( W \)).

Let \( \varepsilon \in (0, 1/400) \) be a constant. If \( G \) has fewer than \( \varepsilon n \cdot \lambda_d(n) \) edges, then there exist sets \( U_{\text{bad}} \subseteq U, V_{\text{bad}} \subseteq V, \) and \( X_{\text{bad}} \subseteq U \cup V \cup W, \) such that:

1. \( |U_{\text{bad}}|, |V_{\text{bad}}| \leq 5\varepsilon dn; \)

2. Letting \( k := |X_{\text{bad}}|, \) we have \( \sqrt{n} \leq k = o(n); \)

3. The number of directed paths in \( G \) that begin in \( U \setminus U_{\text{bad}} \) and end in \( V \setminus V_{\text{bad}} \), and that are disjoint from \( X_{\text{bad}} \), is at most \( \varepsilon n^2/k. \)

Our proof of Theorem 66 is an application of a powerful lemma of Raz and Shpilka [77] (building on work of Pudlák [65] and Dolev et al. [21]). In a layered directed acyclic graph of depth \( d \), the vertices are partitioned into layers \( 0, 1, \ldots, d \), such that all edges go between layers \( \ell \) and \( \ell + 1 \), for some \( 0 \leq \ell < d. \)

Theorem 66. Let \( d \geq 2 \) be a constant. If operator \( F : \{0, 1\}^{n+\log n} \rightarrow \{0, 1\}^n \) satisfies

\[
\text{Ent}(F_{I,J}) \geq \Omega(\min(|I| \cdot |J|, n))
\]

for all \( I, J \subseteq [n], \) then any depth-\( d \) (unrestricted) circuit with preprocessing computing \( F \) has at least \( \Omega_d(n \cdot \lambda_d(n)) \) wires, where the constant in \( \Omega_d \) is \( \Omega\left(\frac{1}{d^2}\right) \) (only depending on \( d \)).

Proof. It is enough to prove a lower bound of the form \( \Omega\left(\frac{1}{d} \cdot n \cdot \lambda_d(n)\right) \) for layered circuits, since a general depth-\( d \) circuit can easily be made layered, with at most a factor-\( d \) increase in the number of wires.

---

\(^2\) In the lemma’s statement in [77], the authors apparently forgot to stipulate that \( G \) be layered. This was an isolated typo; however, and in the proof of the lemma and all its applications in [77], the layeredness requirement is obeyed.
Let \( \delta \in (0, 1) \) be a constant such that \( \operatorname{Ent}(F_{I,J}) > \delta \cdot \min(|I| \cdot |J|, n) \). Fix

\[
\varepsilon := \delta^2 \min \left( \frac{1}{400}, \frac{1}{150d} \right).
\]

Assume for contradiction's sake that \( G \) has fewer than \( \varepsilon n \cdot \lambda_d(n) \) edges, where \( G \) is the underlying graph of the circuit \( C \). Let \( U_{\text{bad}}, V_{\text{bad}}, X_{\text{bad}} \) be the vertex sets produced by Lemma 65 for \( G \).

Let \( V = \{v_1, \ldots, v_n\} \). For \( J \subseteq [n] \), let \( V_J := \{v_j \in V : j \in J\} \). Also, let

\[
U_J^* \subseteq U
\]

be defined as the set of vertices \( u \in U \) for which there exists a directed path in \( G \) beginning at \( u \), that avoids \( U_{\text{bad}} \cup V_{\text{bad}} \cup W_{\text{bad}} \) and that ends in \( V_J \). (So, e.g., \( U_J^* = \emptyset \) if \( V_J \subseteq V_{\text{bad}} \).)

Note that any path in \( G \) from \( U \) to a vertex in \( V_J \), must intersect the vertex set

\[
Q := U_{\text{bad}} \cup (V_{\text{bad}} \cap V_J) \cup X_{\text{bad}} \cup U_J^*.
\]

Thus on an input \((x, i, F_{\text{adv}}(x))\) to \( C \), all outputs at vertices in \( V_J \) can be determined by specifying the values \( g(x, i, F_{\text{adv}}(x)) \) of gates \( g \in Q \) when \( C \) is given input \((x, i, F_{\text{adv}})\).

As \( C(x, i, F_{\text{adv}}(x)) \equiv F(x, i) \), it follows that \( F_{I,J}(x) \) can be determined from the values

\[
(g(x, i, F_{\text{adv}}(x)))_{i \in I, g \in U_{\text{bad}} \cup U_J^* \cup (V_{\text{bad}} \cap V_J) \cup X_{\text{bad}}}. \]

Now, the value \( g(x, i, F_{\text{adv}}(x)) \) is either independent of \( i \), or can be determined from \( i \) itself, whenever \( g \in U_{\text{bad}} \cup U_J^* \). It follows that

\[
\operatorname{Ent}(F_{I,J}) \leq |U_{\text{bad}}| + |U_J^*| + |I| \cdot (|V_{\text{bad}} \cap V_J| + |X_{\text{bad}}|)
\]

\[
\leq 5 \varepsilon dn + |U_J^*| + |I| \cdot (|V_{\text{bad}} \cap V_J| + k). \tag{3.14}
\]
Now we will choose \( I, J \subseteq [n] \) randomly. For each \( i \in [n] \), independently include \( i \) in \( I \) with probability \( \frac{\delta}{100k} \). Also, independently include \( i \) in \( J \) with probability \( \frac{10k}{n} \). (Recall that \( k = o(n) \); to prove our asymptotic result, we may assume \( n \) is large enough to satisfy \( \frac{10k}{n} < 1 \).) The sets \( I, J \) need not be disjoint, and membership decisions for \( I \) are independent of those for \( J \).

First we lower-bound \( E[\min(|I| \cdot |J|, n)] \). By Chernoff bound, \( |I| \geq (1 - \mu) \cdot E[|I|] \) with high probability for any constant \( \mu > 0 \). Similarly, \( |J| \geq (1 - \mu) \cdot E[|J|] \) with high probability. Thus

\[
|I| \cdot |J| \geq (1 - \mu)^2 \cdot E[|I|] \cdot E[|J|] = (1 - \mu)^2 \cdot \frac{n}{10}
\]

with high probability. Let constant \( \mu > 0 \) be sufficiently small, say \( \mu = .001 \), we get

\[
E[\text{Ent}(F_{I,J})] > .09 \delta n.
\]

Next, we will upper-bound the expected value of the quantity on the right-hand-side of Eq. (3.16). Of course, we have

\[
E[|I|] = n \cdot \frac{\delta}{100k} = \frac{\delta n}{100k},
\]

and

\[
E[|V_{\text{bad}} \cap V_{J}|] = |V_{\text{bad}}| \cdot \frac{10k\delta}{n} \leq 50\varepsilon dk.
\]

Furthermore, \( I \) and \( V_{\text{bad}} \cap V_{J} \) are independent as random sets, so we have

\[
E[|I| \cdot |V_{\text{bad}} \cap V_{J}|] \leq \frac{\delta n}{100k} \cdot (50\varepsilon dk) = \frac{1}{2} \cdot \varepsilon dn.
\]

We turn to analyze the set \( U_{J}^{*} \). For \( j \in [n] \), let \( P_{j} \) denote the number of directed paths from \( U \) to \( v_{j} \in V \) that are disjoint from the vertex set \( U_{\text{bad}} \cup V_{\text{bad}} \cup W_{\text{bad}} \). By Lemma 65, we have

\[
\sum_{j \in [n]} P_{j} \leq \frac{\varepsilon n^2}{k}.
\]
Now we clearly have $|U^*_\mathcal{J}| \leq \sum_{j \in \mathcal{J}} P_j$ in any outcome. It follows that

$$
E[|U^*_\mathcal{J}|] \leq E\left[ \sum_{j \in \mathcal{J}} P_j \right] \leq \frac{10k}{\delta n} \cdot \frac{\varepsilon n^2}{k} = \frac{10\varepsilon n}{\delta}.
$$

Combining our bounds, we find

$$
.09\delta n < E[\text{Ent}(F_{\mathcal{I,J}})] < 5\varepsilon dn + \frac{10\varepsilon n}{\delta} + \frac{\varepsilon dn}{2} + \frac{n\delta}{100k} \cdot k < .01\delta n + \frac{11\varepsilon dn}{\delta} < .09\delta n,
$$

a contradiction, where we used the inequalities $d \geq 2$ and $\varepsilon < \frac{\delta^2}{150d}$. Thus $C$ must have at least $\varepsilon n \cdot \lambda_d(n)$ wires. This proves Theorem 66.

The following theorem is immediate from the proof of the above theorem and Proposition 54. We exclude the case $d = 2$ because it is subsumed by (and weaker than) Theorem 61.

**Theorem 67.** Let $d \geq 3$ be a constant. Let $G = (U \cup W \cup V, E)$, where $|U| = |V| = n$, be depth-$d$ ERF network. Then

$$
|E| \geq \Omega_d(n \cdot \lambda_d(n))
$$

where the constant in $\Omega_d$ is $\Omega\left(\frac{1}{d^2}\right)$.

**Proof.** The proof is essentially the same. The only difference is that all values of the outputs can be determined by the values of the gates in $Q$ and the input $i \in \{0, 1\}^{\log n}$. This will increase the right hand side of (3.16) by $\log n$, which will not affect desired the contradiction. \qed

### 3.3.3 Semiconservative Circuit Lower Bounds for Shift

Proposition 54 and the depth-2 size lower bound for the ERF networks (Theorem 61) imply the same lower bound for depth-2 semiconservative circuits (with preprocessing) computing
any operator $F : \{0, 1\}^{n+\log n} \rightarrow \{0, 1\}^n$ satisfying

$$\operatorname{Ent}(F_{I,J}) \geq \Omega \left( \min(|I| \cdot |J|, n) \right)$$

for all $I, J \subseteq [n]$. However, for the Shift operator, $\operatorname{Ent}(\text{Shift}_{I,J}) \geq |I - J|$, which is weaker than the above inequality. Fortunately, for the depth-2 lower bound, only a weaker condition is required (see Remark 63), which is true for the Shift operator.

**Lemma 68.** For any $k \in [n]$, there exists set $I \subseteq [n]$ of size $\frac{n}{k}$, such that for any $J \subseteq [n]$ of size $k$, $|I - J| \geq \Omega(n)$, where the constant in $\Omega$ is an absolute constant (say, .01), and $I - J$ is computed module $n$.

**Proof.** Let $I \subseteq [n]$ be a set of $\frac{n}{k}$ uniformly random elements of $[n]$. If we can prove, for any $J \subseteq [n]$ of size $k$, $\Pr[I - J < \frac{n}{100}] < 2^{-n}$, then the lemma follows by applying a union bound.

Let $I := \{i_1, i_2, \ldots, i_{n/k}\}$, where each $i_t$ is an independent uniformly random element of $[n]$. For any fixed element $x \in [n]$,

$$\Pr[I \ni x \notin I - J] = \Pr[I \ni x \notin i_t - J \text{ for all } t = 1, \ldots, \frac{n}{k}] .$$

Note that $i_t$'s are independent, and thus events $x \notin i_t - J \iff i_t \notin x + J$ are independent. Therefore, for any $J \subseteq [n]$ of size $k$, and for any $x \in [n]$,

$$\Pr[I \ni x \notin I - J] = \prod_{t=1}^{\frac{n}{k}} \Pr[I \ni x \notin i_t - J] = \Pr[I \ni i \notin x + J]^\frac{n}{k} = \left( 1 - \frac{k}{n} \right)^\frac{n}{k} \leq e^{-1} .$$

Event $|I - J| < \frac{n}{100}$ implies that there exist at least $\frac{99}{100} \cdot n$ elements in $[n]$ uncovered by
\( I - J \). By union bound,

\[
\Pr_I \left[ |I - J| < \frac{n}{100} \right] \leq \left( \frac{n}{100}, n \right) \Pr_I [x \not\in I - J] \frac{99}{100} n \leq 2^{nH \left( \frac{1}{100} \right) - \frac{99}{100} n \log} e < 2^{-n}.
\]

We have shown that there exists \( I \) of size \( \leq \frac{n}{k} \) satisfying our condition. Any superset of such \( I \) of size \( \frac{2}{k} \) would be the desired set \( I \), and thus the lemma is proved.

The following theorem is immediate from the above lemma, Proposition 54, and the proof of Theorem 61.

**Theorem 69.** Any depth-2 semi-conservative circuit for computing \( \text{Shift}(x, i) : \{0, 1\}^{n + \log n} \rightarrow \{0, 1\}^n \), augmented with respect to \( x \), requires \( \Omega \left( n (\log n / \log \log n)^2 \right) \) wires.

For general constant depths, Theorem 66 can be extended to the Shift operator, as we will show next. In contrast with semi-conservative circuits, the computation model here is that of unrestricted circuits with preprocessing, which is much more powerful. The proof is essentially the same with slight modification.

For ordinary circuits in the arbitrary-gates model, the lower bound above was already known for \( d > 2 \), and followed from lower bounds for the size of depth-\( d \) superconcentrators [21, 65].

Let us recall the computation model. Consider a function \( F(x, i) \) with two input blocks \( x, i \), where \( x \) consists of \( n \) bits. A circuit for \( F \), augmented with respect to \( x \), is a circuit \( C(x, i, z) \) with new auxiliary input variables \( z \in \{0, 1\}^m \), such that there exists some “advice” operator \( F_{\text{adv}} : \{0, 1\}^n \rightarrow \{0, 1\}^m \) (not necessarily efficiently computable) for which we have the identity

\[
C(x, i, F_{\text{adv}}(x)) \equiv F(x, i).
\]

---

3. We only charge depth for the conservative part.
Theorem 70. For any constant $d > 1$, any depth-$d$ circuit for $\text{Shift}(x, i) : \{0, 1\}^{n+\log n} \rightarrow \{0, 1\}^n$, augmented with respect to $x$ (and in the arbitrary-gates model), requires $\Omega \left( \frac{1}{d^2} \cdot n \cdot \lambda_d(n) \right)$ wires.

Proof. The proof is essentially the same as Theorem 66. Let us sketch the difference.

For the Shift operator,

$$\text{Ent}(\text{Shift}_{I,J}) \geq |I - J|,$$

with set arithmetic taken mod $n$. 

Fix $\varepsilon := \min \left( \frac{1}{400}, \frac{1}{150d} \right)$. Assume for contradiction’s sake that $G$ has fewer than $\varepsilon n \cdot \lambda_d(n)$ edges, where $G$ is the underlying graph of the circuit $C(x, i, F_{\text{adv}}(x))$ computing $\text{Shift}(x, i)$. Let $U_{\text{bad}}, V_{\text{bad}}, X_{\text{bad}}$ be the vertex sets produced by Lemma 65 for $G$. Sets $V_J, U_J^* \text{ and } Q$ are defined as before. Similarly, on an input $(x, i, F_{\text{adv}}(x))$ to $C$, all outputs at vertices in $V_J$ can be determined by specifying the values $g(x, i, F_{\text{adv}}(x))$ of gates $g \in Q$ when $C$ is given input $(x, i, F_{\text{adv}})$, and it follows that

$$\text{Ent}(\text{Shift}_{I,J}) \leq |U_{\text{bad}}| + |U_J^*| + |I| \cdot (|V_{\text{bad}} \cap V_J| + |X_{\text{bad}}|) \leq 5\varepsilon dn + |U_J^*| + |I| \cdot (|V_{\text{bad}} \cap V_J| + k). \quad (3.16)$$

Now we will choose $I, J \subseteq [n]$ randomly. For each $i \in [n]$, independently include $i$ in $I$ with probability $\frac{1}{100k}$. Also, independently include $i$ in $J$ with probability $\frac{10k}{n}$. 

First we lower-bound $\mathbb{E}[|I - J|]$, where the calculation is module $n$. For $\ell \in [n]$, there are $n$ ways to write $\ell = i - j$: one valid choice of $j$ for each choice of $i$. Each such representation satisfies $(i, j) \in I \times J$ with probability $\frac{1}{100k} \cdot \frac{10k}{n} = \frac{1}{10n}$, and these events are independent. Thus,

$$\Pr[\ell \in I - J] = 1 - \left( 1 - \frac{1}{10n} \right)^n > 1 - e^{-1} > .09,$$

so that $\mathbb{E}[|I - J|] > .09n$. By Eq. (3.15), we get $\mathbb{E}[\text{Ent}(\text{Shift}_{I,J})] > .09n$.

Next, we will upper-bound the expected value of the quantity on the right-hand-side of
Eq. (3.16). Of course, we have

$$E[|\mathbf{I}|] = n \cdot \frac{1}{100k} = \frac{n}{100k},$$

and

$$E[|V_{\text{bad}} \cap \mathbf{V}_J|] = |V_{\text{bad}}| \cdot \frac{10k}{n} \leq 50\varepsilon dk.$$ 

Furthermore, \( \mathbf{I} \) and \( V_{\text{bad}} \cap \mathbf{V}_J \) are independent as random sets, so we have

$$E[|\mathbf{I}| \cdot |V_{\text{bad}} \cap \mathbf{V}_J|] \leq \frac{n}{100k} \cdot (50\varepsilon dk) = \frac{\varepsilon dn}{2},$$

and

$$E[|U^*_J|] \leq \mathbb{E} \left[ \sum_{j \in \mathbf{J}} P_j \right] \leq \frac{10k}{n} \cdot \frac{\varepsilon n^2}{k} = 10\varepsilon n.$$

Combining our bounds, we find

$$0.09n < \mathbb{E} \left[ \text{Ent}(\text{Shift}_{\mathbf{I,J}}) \right] < 5\varepsilon dn + 10\varepsilon n + \frac{\varepsilon dn}{2} + \frac{n}{100k} \cdot k$$

$$< 0.01n + 11\varepsilon dn < 0.09n,$$

a contradiction, where we used the inequalities \( d \geq 2 \) and \( \varepsilon < \frac{1}{150d} \).

\[ \square \]

### 3.4 Upper Bounds

In this section, we will show the existences of small-size ERF networks for depth 2 and 3, where the size is optimal up to a constant factor in both cases. The constructions are inspired by superconcentrators [6, 21, 78]. Both the networks and the routing schemes are constructed using probabilistic methods.

Compared with superconcentrators, there are a lot of similarities in the structure of the network. In terms of the size, for depth 3, they are asymptotically the same; for depth 2,
superconcentrators are larger by an $O(\log \log n)$ factor.

### 3.4.1 Depth 2

In this subsection, we will construct depth-2 ERF networks of size $O(n(\log n/\log \log n)^2)$, which matches the lower bound up to a multiplicative constant factor.

The following definition is auxiliary.

**Definition 71.** Given $(n,n)$-network $G$ with $n$ routing schemes, say it is a $(j_1,j_2)$-partial Expansive Routing Family (ERF) network if

$$|\mathcal{R}_I^{-1}(J)| \geq \frac{1}{2} \cdot \min(|I| \cdot |J|, n)$$

for all $I, J \subseteq [n]$ with $j_1 \leq |J| \leq j_2$. Ignoring $(j_1,j_2)$, we can simply say $G$ is a partial ERF network.

First, let us define random depth-2 routing network $H_r$.

1. Let $H_r = (U \cup W \cup V, E_1 \cup E_2)$, where $|U| = |V| = n$ and $|W| = \frac{n}{r}$. Bipartite graph $(W \cup V, E_2)$ is chosen as a disperser such that for any $J \subseteq V$ of size $\frac{n}{2r}$, $|\Gamma(J)| \geq \frac{n}{2r}$. It is known that such disperser graphs can be constructed using $O(n \log r)$ edges [63, 78];

2. Bipartite graph $(U \cup W, E_1)$ is constructed as follows: for each $v \in W$, connect $v$ to $Dr$ randomly chosen vertices in $U$ (allowing repetition), where $D$ is an absolute constant to be determined later;

3. The $n$ routing schemes are defined randomly and independently: for each $v \in W$, it selects a random neighbor to route.

**Lemma 72.** For any $r$, with probability $1 - o_n(1)$, $H_r$ is an $(\frac{n}{2r}, \frac{n}{r})$-partial ERF network.

**Proof.** Fix $I, J \subseteq [n]$ such that $\frac{n}{2r} \leq j \leq \frac{n}{r}$ and $ij \leq 2^{-7} \cdot n$, where $i := |I|$ and $j := |J|$. Let us estimate $\Pr \left[ |\mathcal{R}_I^{-1}(J)| < \frac{ij}{8} \right]$. For each $w \in \Gamma(J) \subseteq W$, let $d_w$ denote the number of
distinct neighbors being routed during $I$. Since for each routing scheme, $w$ chooses a random neighbor to route independently, we have
\[
\Pr \left[ d_w < \frac{i}{2} \right] \leq \left( \frac{i}{2} \right) \left( \frac{\frac{1}{2} \cdot i}{Dr} \right)^{\frac{i}{2}} \leq 2^{-\frac{i}{2} \log \left( \frac{2r}{i} \right)},
\]
assuming constant $D$ is large enough. Let $\mathcal{B}$ denote the event that there exist $\frac{j}{2}$ vertices among the first $j$ vertices of $\Gamma(J)$ such that $d_w < \frac{i}{2}$. We have
\[
\Pr[\mathcal{B}] \leq \left( \frac{j}{2} \right) \Pr \left[ d_w < \frac{i}{2} \right] \leq 2^{\frac{i}{2} \log \left( \frac{n}{ij} \right)}. \tag{3.17}
\]
Conditioning on $\neg \mathcal{B}$, there exist $\frac{j}{2}$ vertices in $\Gamma(J)$ with $d_w \geq \frac{i}{2}$, which implies $\mathcal{R}_I^{-1}(J)$ contains at least $\frac{ij}{4}$ uniformly random elements of $[n]$. Therefore,
\[
\Pr \left[ \left| \mathcal{R}_I^{-1}(J) \right| < \frac{ij}{8} \mid \neg \mathcal{B} \right] \leq \left( \frac{\frac{1}{2} \cdot ij}{\frac{1}{8} \cdot ij} \right)^{\frac{1}{8} \cdot ij} \leq 2^{-\frac{1}{8} \cdot ij \log \left( \frac{n}{ij} \right)}. \tag{3.18}
\]
Putting (3.17) and (3.18) together, we have
\[
\Pr \left[ \left| \mathcal{R}_I^{-1}(J) \right| < \frac{ij}{8} \right] \leq 2^{-\frac{1}{16} \cdot ij \log \left( \frac{n}{ij} \right)}.
\]
Finally, we take a union bound over all possible $I$ and $J$ and apply Lemma 58 with $\epsilon = \frac{1}{16}$. Note that the constant in the ERF property can always be amplified by Lemma 57.

Let $G_\gamma = (U \cup W \cup V, E)$ be the following random depth-2 routing network, where $\gamma \geq 0$ is not necessarily an integer:

1. Let $U = [n]$ be the sources, and let $V = [n]$ be the sinks;
2. Let $W = \left[ \frac{n}{(\log n)^7} \right]$ be the intermediate layer;
3. The graph is layered, that is, edges only go from $U$ to $W$, or from $W$ to $V$;
4. Bipartite graph \((W, V, E_2)\) is defined as follows: for each \(v \in V\), connect it to \(O(\log n / \log \log n)\) uniformly random vertices in \(W\), where the hidden constant is to be determined later. For convenience of analysis, we allow repetition. It is obvious that \(|E_2| \leq O(n \log n / \log \log n)\);

5. Bipartite graph \((U, W, E_1)\) is defined as follows: for each \(w \in W\), connect it to \((\log n)^{\gamma+0.6}\) uniformly random vertices in \(U\). It is obvious that \(|E_1| \leq n(\log n)^{0.6}\);

6. The total number of edges \(|E| = |E_1| + |E_2| \leq O(n \log n / \log \log n)\);

7. For the routing schemes of \(U\), basically there is no choice; route each \(u \in U\) to all its neighbors. The routing scheme for \(W\) is defined as follows: for each \(w \in W\), choose among its neighbors uniformly at random.

The goal is to prove \(G_\gamma\) is an \((n/(\log n)^{\gamma+0.5}, n/(\log n)^{\gamma+0.4})\)-partial ERF network with high probability. By taking the union of \(O(\log n / \log \log n)\) partial ERF networks and identifying the sources and sinks, we will obtain a \(\left(1, \frac{n}{(\log n)^{0.4}}\right)\)-partial ERF network, where the remaining range will be taken care of by \(O(\log \log n)\) copies of \(H_r\).

Let us prove \((U, W, E_2)\) is a disperser first.

**Lemma 73.** With probability \(1 - o_n(1)\), for all \(J \subseteq V\) of size in \([n/(\log n)^{\gamma+0.5}, n/(\log n)^{\gamma+0.4}]\),

\[|\Gamma(J)| \geq |J|.\]

**Proof.** It suffices to prove, for any \(J \subseteq V\) of size \(j := n/(\log n)^{\gamma+0.5}\),

\[|\Gamma(J)| \geq \frac{n}{(\log n)^{\gamma+0.4}}.\]

In fact, a disperser (in Definition 59) with \(1 - \epsilon = 1/(\log n)^{0.4}\), and \(K = n/(\log n)^{\gamma+0.5}\)
would suffice. The following is a standard probabilistic argument. For fixed $J$ of size $j$,

$$\Pr \left[ |\Gamma(J)| < \frac{n}{(\log n)^{\gamma+0.4}} \right] \leq \left( \frac{|W|}{n/(\log n)^{\gamma+0.4}} \right) \left( \frac{n/(\log n)^{\gamma+0.4}}{|W|} \right) ^{jC \log n / \log \log n}.$$ 

Therefore,

$$\log \Pr \left[ \exists J \text{ such that } |\Gamma(J)| < \frac{n}{(\log n)^{\gamma+0.4}} \right] \leq \log \left( \left( \frac{n}{j} \right) \left( \frac{|W|}{n/(\log n)^{\gamma+0.4}} \right) \right) - 0.4 jC \log n \leq (4 - 0.4C) j \log n \rightarrow -\infty,$$

if constant $C$ is large enough, say, $C \geq 20$.

Now we are ready to prove $G_\gamma$ is a partial ERF network. For depth-2 routing network, there is only one intermediate layer, so the analysis is straightforward.

**Lemma 74.** With probability $1 - o_n(1)$, $G_\gamma$ is an \( \left( \frac{n}{(\log n)^{\gamma+0.5}}, \frac{n}{(\log n)^{\gamma+0.4}} \right) \)-partial ERF network.

**Proof.** Let $J \subseteq V$ has size $|J| \in \left[ \frac{n}{(\log n)^{\gamma+0.5}}, \frac{n}{(\log n)^{\gamma+0.4}} \right]$, and let $I \subseteq [n]$ be any subset such that $ij \leq 2^{-80} \cdot n$, where $i := |I|$ and $j := |J|$. By Lemma 57, let us bound $\Pr \left[ \mathcal{R}_I^{-1}(J) < \frac{ij}{100} \right]$.

For $w \in \Gamma(J)$, let $d_w$ denote the number of "different" 4 neighbors being routed during in routing schemes $I$. Recall that in each routing scheme, $w$ independently choose a uniformly random neighbor to route, and there are $D := C(\log n)^{\gamma+0.5} > i$ neighbors in total. We have

$$\Pr \left[ d_w < \frac{i}{2} \right] \leq \left( \frac{i}{D} \right)^{\frac{i}{2}} \leq 2^{-\frac{i}{2} \log \left( \frac{D}{i} \right)} \leq 2^{-\frac{i}{2} \log \left( \frac{n}{ij} \right)},$$

4. The same neighbor with different labels are considered to be different. Recall that each $v \in V$ is connected to $C \log n / \log \log n$ uniformly random vertices in $W$, instead of a random subset of fixed size. For $v \in V$, we label its neighbors by $[C \log n / \log \log n]$. 85
because \( n/j \leq D \). Among \( |\Gamma(J)| \geq |J| \) vertices, let \( B \) denote the number vertices in \( W \) such that \( d_w < i \). By similar calculation,

\[
\Pr\left[ B > \frac{j}{2} \right] \leq \left( \frac{j}{i} \right) \left( 2^{-\frac{j}{2} \log\left( \frac{n}{ij} \right)} \right)^{\frac{j}{2}} \leq 2^{-\frac{ij}{4} \log\left( \frac{n}{ij} \right)}.
\]  

(3.19)

Conditioning on the event \( B \leq \frac{j}{2} \), set \( R^{-1}(J) \) contains at least \( \frac{ij}{4} \) independent and uniformly random elements in \([n]\). Therefore,

\[
\Pr\left[ \left| R^{-1}(J) \right| < \frac{ij}{100} \mid B \leq \frac{j}{2} \right] \leq \left( \frac{1}{100} \cdot \frac{ij}{ij} \right) \left( \frac{1}{100} \cdot \frac{ij}{n} \right) \leq 2^{-\frac{ij}{4} \log\left( \frac{n}{ij} \right)}.
\]  

(3.20)

Combining (3.19) and (3.20),

\[
\Pr\left[ \left| R^{-1}(J) \right| < \frac{ij}{100} \right] \leq \Pr\left[ \left| R^{-1}(J) \right| < \frac{ij}{100} \mid B \leq \frac{j}{2} \right] + \Pr\left[ B > \frac{j}{2} \right] \leq 2^{-\frac{ij}{4} \log\left( \frac{n}{ij} \right)} + 2^{-\frac{ij}{4} \log\left( \frac{n}{ij} \right)} \leq 2^{-\frac{ij}{4} \log\left( \frac{n}{ij} \right)}.
\]

Finally, we apply a union bound over all such \( I,J \) using Lemma 58.

The final construction for depth-2 ERF network is immediate from Lemma 72 and 74.

**Theorem 75.** There exist depth-2 ERF networks of size

\[
O\left( n \left( \frac{\log n}{\log \log n} \right)^2 \right).
\]

**Proof.** Take the union of \( G_\gamma \) for \( \gamma = 0, 0.1, 0.2, \ldots, O(\log n / \log \log n) \), with the union of \( H_r \) for \( r = 1, 2, 2^2, \ldots, O((\log n)^{0.4}) \), and identify their sources and sinks. The total size is \( O(n \log n / \log \log n) \). The conclusion follows from Lemma 72 and 74. □
3.4.2 Composition Lemma

Inspired by the composition step for superconcentrators [21], we will prove a composition lemma for ERF networks, which will be used in the construction for depth-3 ERF networks, and it may have other applications.

The following lemma is served as a dichotomy in the composition lemma we will prove, and the motivation will be clear shortly.

**Lemma 76.** Let \( A \) be a \((0,1)\)-matrix of size \( m \times n \), and the total number of ones in \( A \) is \( i \). Let \( j \) be a positive integer such that \( ij \leq mn \). Let \( r_k \) denote the number of ones on the \( k \)th row, \( k = 1, 2, \ldots, m \), and let \( c_k \) be the number of ones on the \( k \)th column, \( k = 1, 2, \ldots, n \).

Either
\[
\sum_{k=1}^{m} \min\left( r_k, \frac{n}{j} \right) \geq \frac{i}{2} \tag{3.21}
\]
or
\[
\sum_{k=1}^{n} \min\left( c_k, \frac{ij}{n} \right) \geq \frac{i}{2} \tag{3.22}
\]
is true.

**Proof.** Assume (3.22) is not true, and we will prove (3.21). Combining our assumption \( \sum_k \min(c_k, \frac{ij}{n}) < \frac{i}{2} \) and the fact \( \sum_k c_k = i \), we have
\[
\sum_{c_k \geq \frac{ij}{n}} c_k = \sum_{k=1}^{n} c_k - \sum_{c_k < \frac{ij}{n}} c_k \\
\geq \ i - \sum_{k=1}^{n} \min\left( c_k, \frac{ij}{n} \right) \\
\geq \ \frac{i}{2}. \tag{3.23}
\]

Let \( C := \{ k : c_k \geq \frac{ij}{n} \} \). Since \( \sum_k c_k = i \), we have \( |C| \leq \frac{n}{j} \). By (3.23), we claim the \( m \times |C| \) submatrix indexed by \( C \) contains at least 0.5 fraction of ones. Let \( r'_k \) denote the number of ones in submatrix indexed by columns \( C \). By definition, it is obvious that \( r'_k \leq |C| \leq \frac{n}{j} \) and
\[ r_k' \leq r_k. \] Thus,

\[
\sum_{k=1}^{m} \min \left( r_k, \frac{n}{j} \right) \geq \sum_{k=1}^{m} \min \left( r_k', \frac{n}{j} \right) \geq \sum_{k=1}^{m} r_k' \geq \frac{i}{2},
\]

which proves (3.21).

A conservative routing scheme is a routing scheme where each output can receive at most one commodity; in order words, like intermediate gates, outputs are also projection gates. A collection of routing schemes is called a Conservative Expansive Routing Family (CERF) if each routing scheme is conservative, and it is an Expansive Routing Family (ERF). Let us define \((a, b)\)-partial CERF similarly.

Roughly speaking, the following composition lemma says that, we can obtain an ERF network by adding two layers to a CERF network with smaller inputs/outputs so that the size only increases by a multiplicative constant factor, and the depth is increased by 2. It is worth noting that the routing network in the middle must be conservative; removing that restriction will lead to the constructions of ERF networks of depth \(d\) and size \(O_d(\lambda_d(n) \cdot n)\), which seems unlikely to be true.

**Lemma 77** (Composition Lemma). Let \(M\) be an \(\left( a, \frac{n}{4^r \cdot T} \right)\)-partial CERF network with constant \(\delta\) of depth \(d\) and \(\frac{n}{2^r}\) inputs/outputs. Let \(N\) be a depth-\((d + 2)\) \(n\)-network obtained by

- adding one bottom layer to \(M\), denoted by

\[
Q \left( U_Q = \left\lfloor \frac{n}{2^r} \right\rfloor, V_Q = [n], E_Q \right),
\]

which is a bipartite graph\(^5\) with \(O\delta(n)\) edges such that \(|\Gamma(J)| \geq \frac{256}{\delta} \cdot |J|\) for any \(J \subseteq V_Q\) of size \(|J| \leq \frac{n}{4^r \cdot T}\):

---

\(^5\) The existence of such disperser graph can be shown by a standard probabilistic argument. See [63] for a general result.
• adding one top layer to $M$, denoted by

$$P \left( U_P = [n], V_P = \left\lceil \frac{n}{2r} \right\rceil, E_P \right),$$

which is a random bipartite graph such that each vertex in $V_P$ is connected to $2r$ random vertices in $U_P$;

• duplicating the entire construction, and identifying the corresponding inputs and outputs.

Then with probability $1 - o_n(1)$, there exist $n$ routing schemes for $N$ which is an $(a, \frac{n}{4r})$-partial ERF with constant $2^{-\frac{256}{\delta}}$.  

**Proof.** We are duplicating the entire construction twice, because we will define two different (random) routing schemes separately. And we will prove, for each $I, J \subseteq [n]$, at least one routing scheme will succeed with high probability.

Let $\mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_n$ denote the routing schemes for $N$. With slight abuse of notation, we use the same notation for both routing schemes. Let bijection $\psi : [n] \rightarrow [2r] \times \left\lceil \frac{n}{2r} \right\rceil$ be

$$\psi(i) := (\psi_1(i), \psi_2(i)),$$

where

$$\psi_1(i) := \left\lfloor \frac{i - 1}{\frac{n}{2r}} \right\rfloor + 1 \text{ and } \psi_2(i) := i - \left\lfloor \frac{i - 1}{\frac{n}{2r}} \right\rfloor \cdot \frac{n}{2r}. $$

**Scheme I:** Define routing schemes $\mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_n$ for each part, i.e., $M, P, Q$, separately as follows.

• Let

$$M = \left( U_M = \left\lceil \frac{n}{2r} \right\rceil \cup V_M = \left\lceil \frac{n}{2r} \right\rceil \cup W_M, E \right)$$

be the $\frac{n}{2r}$-routing network in the middle. By our condition, there are $\frac{n}{2r}$ routing

6. Note that by Lemma 57, we can amplify the constant $2^{-\frac{256}{\delta}}$ arbitrarily close to 1.
schemes associated with $M$, denoted by $\mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_{\frac{n}{2r}}$. Let

$$R_k|_M := \mathcal{M}_{\psi_2(k)}.$$  

In words, we simply *duplicate* the routing schemes of $M$ for $2r$ times.

- Let

$$P = \left( U_P = [n], V_P = \left[ \frac{n}{2r} \right], E \right)$$

be the bipartite graph on the top. For each vertex $u \in U_P$, route the information carried by $u$ to all its neighbors. Fix each $v \in V_P$, among its $2r$ neighbors, choose $2r$ vertices uniformly at random, denoted by $u_1, u_2, \ldots, u_{2r} \in U_M$. Let

$$R_k(e) := u_{\psi_1(k)}$$

for all $v \rightarrow e$. In other words, $[n]$ is decomposed into $2r$ intervals of equal length, and in the $k$th interval, $v$ always routes the *same* neighbor, which is randomly chosen.

- Let $Q = \left( U_Q = \left[ \frac{n}{2r} \right], V_Q = [n], E \right)$ be the disperser graph on the bottom. Basically there is no choice, that is, for each vertex $u \in U_Q$, route the information carried by $u$ to all its neighbors. (Note that the routing schemes for $M$ are conservative, that is, each sink only outputs one commodity.)

**Scheme II:** Define the routing schemes $R_1, R_2, \ldots, R_n$ for each part separately. For $M$ and $Q$, they are exactly the same as Scheme I.

- For each vertex $u \in U_P$, route the information carried by $u$ to all its neighbors. For each $v \in V_P$, each time we choose a uniformly random neighbor to route.

In Scheme I, $v \in U_P$ will route the same neighbor within each interval of length $\frac{n}{2r}$; in Scheme II, each time $v$ chooses a random neighbor to route independently.
Let $I \subseteq [n]$ and $J \subseteq [n]$ such that $j \in \left[a, \frac{n}{4^{r+1}}\right]$ and $ij \leq 2 \cdot \frac{256}{\delta} \cdot n$, where $i := |I|$ and $j := |J|$. Let
\[ I = I_1 \cup I_2 \cup \cdots \cup I_{2r}, \tag{3.24} \]
where $I_k \subseteq \left[\frac{n}{2^r} \cdot (k-1) + 1, \frac{n}{2^r} \cdot k\right]$. Let $A$ be the $2r \times \frac{n}{2^r}$ matrix such that
\[
A_{s,t} = \begin{cases} 
1, & \text{if } t \in \psi_2(I_s), \\
0, & \text{otherwise}.
\end{cases}
\]
Applying Lemma 76 with $m := 2r$, $n := \frac{n}{2^r}$, $i := i$, and $j := j$, we have either
\[
\sum_{k=1}^{2r} \min \left(r_kj, \frac{n}{2^r}\right) \geq \frac{ij}{2} \tag{3.25}
\]
or
\[
\sum_{k=1}^{n} \min \left(c_k, \frac{2rij}{n}\right) \geq \frac{i}{2}, \tag{3.26}
\]
where $c_k := |\{s : k \in I_t\}|$ and $r_k := |I_k|$. If (3.25) is true, we apply Scheme I; otherwise apply Scheme II.

**Case 1:** (3.25) is true. We apply Scheme I. For those $I, J \subseteq [n]$ satisfying (3.25), we will prove $\mathfrak{R}$ is an $\left(a, \frac{n}{4^{r+1}}\right)$-partial ERF with probability close to 1. Specifically, we will bound $\Pr \left[|\mathfrak{R}_I^{-1}(J)| < \frac{\delta}{16} \cdot ij\right]$, and take a union bound at the end.

Note that $|\Gamma(J)| \geq |J| = j$ by the definition of disperser $Q$. By the construction of our routing schemes, $\{\mathfrak{R}_I|_{M} : i \in I_k\}$ are exactly the routing schemes of $M$ indexed by $\psi_2(I_k)$. Since $\mathfrak{M}$ is an $\left(a, \frac{n}{4^{r+1}}\right)$-partial CERF with constant $\delta$,
\[
\left|\mathfrak{M}_{I_k}^{-1}(\Gamma(J))\right| \geq \delta \cdot \min \left(r_kj, \frac{n}{2^r}\right).
\]
Observe that $\mathfrak{R}_I^{-1}(J) = \bigcup_k \mathfrak{R}_{I_k}^{-1}(J)$. By the construction of $\mathfrak{R}$ (the second bullet point in
the definition of Scheme I), set \( \mathfrak{M}_{I_k}^{-1}(J) \) contains exactly \( |\mathfrak{M}_{I_k}^{-1}(\Gamma(J))| \) uniformly random elements of \([n]\). By (3.25), the union of sets \( \mathfrak{M}_{I_k}^{-1}(J) \), \( k \in [2r] \), contains at least

\[
\sum_{k=1}^{2r} \delta \cdot \min\left( r_k j, \frac{n}{2r} \right) \geq \frac{\delta}{2} \cdot ij.
\]

uniformly random elements of \([n]\). Therefore,

\[
\Pr\left[ |\mathfrak{M}_{I}^{-1}(J)| < \frac{\delta}{16} \cdot ij \right] \leq \left( \frac{\delta}{16} \cdot ij \right)^{2} \cdot \Phi(j)
\]

\[
\leq 2^{-\frac{\delta}{2} \cdot ij \log \left( \frac{n}{ij} \right)}.
\]

To finish the proof of the case, we apply a union bound over all such \( I, J \), and use Lemma 58 by setting \( \epsilon = \frac{5}{\delta} \).

**Case 2:** assume (3.25) is not true, and thus (3.26) is true by Lemma 76. We apply scheme II. Let \( I = I_1 \cup I_2 \cup \ldots \cup I_{2r} \), where \( I_k \subseteq \left[ \frac{n}{2r} \cdot (k - 1) + 1, \frac{n}{2r} \cdot k \right] \).

Claim 78. Given (3.26), there exist disjoint subsets \( L_1, L_2, \ldots, L_\ell \) of \( I \) such that

- \( \ell = \frac{2rij}{n} \);
- for each \( L_k \), the second coordinates of points in \( \psi(L_k) \) are different, that is, \( |\psi_2(L_k)| = |L_k| \);
- \( |\bigcup_{k=1}^{\ell} L_k| \geq \frac{i}{2} \);
- \( |L_1| = |L_2| = \ldots = |L_\ell| \geq \frac{n}{4rij} \).

**Proof.** (of the Claim) Initially, let \( L_1, L_2, \ldots, L_\ell \) be all empty.

Note that \( c_k = |\{ s \in [2r] : k \in \psi_2(I_s) \}| \). In other words, for each \( s \in [2r] \), it appears in \( \bigcup_{k=1}^{2r} \psi(I_k) \) as the second coordinate for exactly \( c_k \) times. Distribute \( \min(c_k, \ell) \) of those into distinct sets among \( L_1, L_2, \ldots, L_\ell \), and make their sizes as close as possible. In total, \( \bigcup_{k=1}^{\ell} L_k \) contains \( \sum_k \min(c_k, \ell) \geq \frac{i}{2} \) elements by (3.26). \( \square \)
It is obvious that $\mathcal{R}_I^{-1}(J)$ contains $\mathcal{R}_{L_k}^{-1}(J)$ for all $k = 1, 2, \ldots, \ell$. Consider $\mathcal{R}_{L_k}^{-1}(J)$, which contains all the information routed by

$$\mathcal{M}_{\psi_{2}(L_k)}^{-1}(\Gamma(J)) \subseteq U_M = V_P.$$ 

Since $\mathcal{M}$ is an $(a, \frac{n}{4r^2})$-partial CERF with constant $\delta$, we have

$$\left|\mathcal{M}_{\psi_{2}(L_k)}^{-1}(\Gamma(J))\right| \geq \delta \cdot |\psi_{2}(L_k)| \cdot |\Gamma(J)| \geq \frac{\delta n}{4r}. $$

By the definition of routing schemes in $P$, during $L_k$, for each vertex in $\mathcal{M}_{\psi_{2}(L_k)}^{-1}(\Gamma(J))$, at least one random neighbor is routed. For the purpose of bounding $\Pr[|R_I^{-1}(J)| < \frac{\delta}{16} \cdot ij]$, without loss of generality, assume

- $\left|\mathcal{M}_{\psi_{2}(L_k)}^{-1}(\Gamma(J))\right| = \frac{\delta n}{4r}$;
- $\mathcal{M}_{\psi_{2}(L_1)}^{-1}(\Gamma(J)) = \ldots = \mathcal{M}_{\psi_{2}(L_\ell)}^{-1}(\Gamma(J))$.

For convenience, let $W := \mathcal{M}_{\psi_{2}(L_1)}^{-1}(\Gamma(J))$. For each vertex $v \in W$, at least $\ell$ random neighbors (not necessarily distinct) are routed. Let $d_v$ be the number distinct neighbors of $v$ being routed during time $I$. We have

$$\Pr\left[d_v < \frac{\ell}{4}\right] \leq \left(\frac{\ell}{4} \cdot \ell\right) \left(\frac{1}{4} \cdot \ell\right)^{\frac{\delta}{4} \cdot \ell} \leq 2^{-\frac{\ell}{2} \log\left(\frac{n}{ij}\right)}. $$

Let $\mathcal{B}$ denote the event that there exist $\frac{1}{2} \cdot |W|$ vertices with $d_v < \frac{1}{4} \cdot \ell$. By a union bound, we have

$$\Pr[\mathcal{B}] \leq \left(\frac{|W|}{2} \cdot \frac{1}{2}ight) \Pr\left[d_v < \frac{\ell}{4}\right]^{\frac{1}{2}|W|} \leq 2^{-\frac{\ell}{2} \cdot \log\left(\frac{n}{ij}\right)}. $$

(3.27)

Conditioning on $\neg\mathcal{B}$, there exist $\frac{1}{2} \cdot |W|$ vertices, where each contributes at least $\frac{1}{4} \cdot \ell$ random elements to $\mathcal{R}_I^{-1}(J)$. In total, $\mathcal{R}_I^{-1}(J)$ contains at least $\frac{1}{4} \cdot \ell |W| = \frac{\delta}{8} \cdot ij$ random elements of
Thus
\[
\Pr \left[ \left| \mathcal{R}_I^{-1}(J) \right| < \frac{\delta}{16} \cdot ij \mid \neg B \right] \leq \left( \frac{\delta^8 \cdot ij}{n} \right) \left( \frac{\delta^{16} \cdot ij}{n} \right)^{\frac{\delta}{16} \cdot ij} \leq 2^{-\frac{\delta}{16} \cdot ij \log \left( \frac{n}{ij} \right)}.
\]
(3.28)

Combining (3.28) and (3.27), we conclude
\[
\Pr \left[ \left| \mathcal{R}_I^{-1}(J) \right| < \frac{\delta}{16} \cdot ij \right] \leq 2^{-\frac{\delta}{32} \cdot ij \log \left( \frac{n}{ij} \right)}.
\]

Finally, we take a union and apply Lemma 58 by setting \( \epsilon = \frac{\delta}{32} \), and the proof of this case is complete.

In the construction of depth-3 ERF networks, we will apply the Composition Lemma to construct a depth-3 \((1, n^{9/20})\)-partial ERF network of size \(O(n)\) as follows.

**Proposition 79.** There exists depth-1 size-\(O(n^2)\) routing network \(G(U, V, E)\) with \(n\) inputs and \(n\) outputs which is a \((16, n)\)-partial CERF network with constant \(\frac{1}{3}\).

**Proof.** The graph is a complete bipartite graph, and for each \(v \in V\), it outputs a uniformly random neighbor. Thus, for fixed \(I, J \subseteq [n]\) with \(|I| \cdot |J| \leq n\), \(\mathcal{R}_I^{-1}(J)\) contains \(|I| \cdot |J|\) uniformly random elements. It is easy to verify
\[
\Pr \left[ \left| \mathcal{R}_I^{-1}(J) \right| \leq \frac{|I| \cdot |J|}{3} \right] \leq 2^{-\frac{1}{2} \cdot ij \log \left( \frac{n}{ij} \right)}.
\]

The proof is complete by applying a union bound using Lemma 58.

For the range \(|J| \leq n^{9/20}\), we can apply the Composition Lemma with \(r = n^{1/2}\) and the above proposition to obtain partial ERF network of size \(O(n)\).

**Corollary 80.** There exist depth-3 \((1, n^{9/20})\)-partial ERF networks of size \(O(n)\).
Proof. We apply Lemma 77 with $r = n^{1/2}$, where the middle part is a $(16, \frac{n}{2^7})$-partial CERF network of size $O(n)$; the existence of such routing network is proved in Proposition 79. Finally, the constant can always be amplified by Lemma 57. 

3.4.3 Negative Association of Random Variables

In this subsection, we review some known facts about negative association, which will be used in the construction of depth-3 ERF networks. Negative association is one version of negative dependence of random variables. Once some random variables are negatively associated, we can apply marginal probability bound or Chernoff bound as for independent variables. Interested readers may refer to [26, 48] for proofs and applications.

Definition 81 (Negative Association). Let $\mathbf{X} := (X_1, X_2, \ldots, X_n)$ be a vector of random variables. $\mathbf{X}$ are negatively associated if for every two disjoint index sets, $I, J \subseteq [n]$,

$$
\mathbb{E}[f(X_i, i \in I) \cdot g(X_j, j \in J)] \leq \mathbb{E}[f(X_i, i \in I)] \cdot \mathbb{E}[g(X_j, j \in J)]
$$

for all functions $f : \mathbb{R}^{|I|} \to \mathbb{R}$ and $g : \mathbb{R}^{|J|} \to \mathbb{R}$ that are both non-decreasing or both non-increasing.

Proposition 82 (Proposition 7 in [26]).
1. If $\mathbf{X}$ and $\mathbf{Y}$ are negatively associated, and are mutually independent, then the augmented vector $(\mathbf{X}, \mathbf{Y}) = (X_1, \ldots, X_n, Y_1, \ldots, Y_m)$ satisfies negative association condition.

2. Let $\mathbf{X} = (X_1, \ldots, X_n)$ be negatively associated. Let $I_1, \ldots, I_k \subseteq [n]$ be disjoint index sets, for some positive integer $k$. For $j \in [k]$, let $h_j : \mathbb{R}^{|I_k|} \to \mathbb{R}$ be functions that are all non-decreasing or all non-increasing, and define, $Y_j := h_j(X_i, i \in I_j)$. Then the vector $\mathbf{Y} := (Y_1, \ldots, Y_k)$ also satisfies the negative association condition. That is, non-decreasing (or non-increasing) functions of disjoint subsets of negatively associated variables are also negatively associated.
**Lemma 83** (Zero-One Lemma). If $X_1, \ldots, X_n$ are zero-one random variables such that $\sum_i X_i = 1$, then $X_1, \ldots, X_n$ are negatively associated.

**Proposition 84** (Marginal Probability Bounds). Let $X_1, \ldots, X_n$ be distributed to satisfy the negative association condition. Then

$$\Pr[X_1 \leq t_1 \land \ldots \land X_n \leq t_n] \leq \prod_{i \in [n]} \Pr[X_i \leq t_i].$$

**Theorem 85** (Chernoff Bounds). Let $X = \sum_{i=1}^n X_i$, where $X_i = 1$ with probability $p_i$ and $X_i = 0$ with probability $1 - p_i$, and all $X_i$ are independent. Let $\mu = \mathbb{E}[X] = \sum_{i=1}^n p_i$. Then

1. (Upper Tail) $\Pr[X \geq (1 + \delta)\mu] \leq e^{-\delta^2 \frac{\mu}{2(1+\delta)}}$ for all $\delta > 0$;

2. (Lower Tail) $\Pr[X \leq (1 - \delta)\mu] \leq e^{-\delta^2 \frac{\mu}{2}}$ for all $0 < \delta < 1$.

**Proposition 86** (Chernoff Bound). The Chernoff-Hoeffding bounds are applicable to sums of variables that satisfy the negative association condition.

**Definition 87** (Permutation Distribution). A permutation distribution is generated by taking all permutations of a given vector.

**Proposition 88.** Permutation distribution satisfies negative association condition.

### 3.4.4 Depth 3

The construction of depth-3 ERF network is inspired by superconcentrators [6]. However, the analysis is quite different.

For depth 3, we will construct routing network of size $O(n \log \log n)$ by taking the union of $O(\log \log n)$ partial ERF networks, where each partial ERF network is of size $O(n)$. For the partial ERF network except the one in Corollary 80, the overall construction is simple and straightforward. Denote the input layer by $V_0 = [n]$, the next two layers by $V_1 = \lceil \frac{n}{r^{2/3}} \rceil$, $V_2 = \lceil \frac{n}{r^{2/3}} \rceil$, and the output layer by $V_3 = [n]$. The graph is constructed randomly as follows:
each vertex in $V_3$ is connected to $O(1)$ uniformly random chosen vertices in $V_2$; each vertex in $V_2$ is connected to $\min\left(|V_1|, r^3\right)$ random vertices in $V_1$; each vertex in $V_1$ is connected to $r^3$ random vertices in $V_0$. The routing schemes are also defined randomly in a natural way: for any vertex $u \in V_1 \cup V_2$, always pick a uniformly random neighbor to route. To make the proof module, we will present the construction step by step.

Before starting the proof, we need the following “balls into bins” lemma.

**Lemma 89.** Let $q \geq 37, p$ be positive integers, where $q$ is sufficiently large. Let $B_1, B_2, \ldots, B_p \subseteq [pq]$ be a partition of $[pq]$ such that, independently for each $i \in [pq]$,

$$\Pr[i \in B_k] = \frac{1}{p},$$

for $k = 1, 2, \ldots, p$. The probability that there exist $\frac{1}{2} \cdot p$ sets $B_k$, each with size at least $\frac{1}{2} \cdot q$, is at least

$$1 - 2^{-\frac{1}{16}pq}.$$

**Proof.** Let $S_i := |B_i|$. By definition, it is clear that $S_i = X_1 + X_2 + \ldots + X_{pq}$, where $X_k \in \{0, 1\}$ is the indicator variable that $k \in B_i$. Since $\Pr[X_k = 1] = \frac{1}{p}$, and $X_1, X_2, \ldots, X_{pq}$ are independent, we have $E[B_i] = q$. By Chernoff bound, $\Pr[S_i < \frac{q}{2}] \leq e^{-\frac{q}{8}}$.

Since random variables $S_1, S_2, \ldots, S_p$ are negatively associated (Theorem 13 in [26]), then by Proposition 84, for any set $I \subseteq [p]$,

$$\Pr_{i \in I} \left[ S_i \leq \frac{q}{2} \right] \leq \prod_{i \in I} \Pr \left[ S_i \leq \frac{q}{2} \right].$$

Applying a union bound, among $p$ random variables $S_1, S_2, \ldots, S_p$, the probability that there exist $\frac{1}{2} \cdot p$ variables with value less than $\frac{1}{2} \cdot q$, is bounded by

$$\left( \frac{p}{\frac{1}{2} \cdot p} \right) \left( e^{-\frac{q}{8}} \right)^{\frac{p}{2}} < 2^{p-\frac{1}{16}pq} \log e < 2^{-\frac{1}{16}pq},$$
assuming \( q \geq 37 \).

In words, the above lemma says, throwing \( pq \) balls into \( p \) bins, with probability \( \geq 1 - 2^{pq/16} \), there exist \( \frac{1}{2} \cdot p \) bins, each containing at least \( \frac{1}{2} \cdot q \) balls.

**Lemma 90.** Given \( r \leq n^{\frac{3}{4}} \), where \( r \) is sufficiently large (larger than some absolute constant), there exists bipartite graph \( G(V_1, V_2, E) \) such that

- \(|V_1| = |V_2| = \frac{n}{r^{2/3}}
- \deg(v) = D := r^{2/3} \) for all \( v \in V_2 \);
- for any \( J \subseteq V_2 \) with \( |J| = \frac{n}{r^{1+\delta}} \in \left[ \frac{n}{r^{1+\delta}}, \frac{n}{r} \right] \), there exist \( \frac{1}{2} \cdot |V_1| \) vertices in \( V_1 \) such that each has
  \[
  \frac{1}{2} \cdot D \cdot \frac{|J|}{|V_1|}
  \]
neighbors in \( J \).

**Proof.** We connect each \( v \in V_2 \) to \( D \) uniformly random elements. For convenience of analysis, we allow repetition; in case \( \deg(v) < D \), we simply add some extra edges to make the degree exactly \( D \), which will not violate the desired property.

It is equivalent to throwing \( D|J| \) balls into \( |V_1| \) bins, and we shall estimate the probability that there exists \( \frac{1}{2} \cdot |V_1| \) bins with at least \( \frac{1}{2} \cdot D|J|/|V_1| \) balls. Applying Lemma 89, we claim, for fixed \( J \), the third bullet point holds with probability at least \( 1 - 2^{16} \cdot D|J| \). Finally, we apply a union bound, and the proof is complete by showing

\[
\sum_{\frac{n}{r^{9/8}} \leq j \leq \frac{n}{r}} \left( \frac{|V_1|}{j} \right) 2^{-\frac{1}{16} \cdot jD} \to 0 .
\]

**Lemma 91.** Fix \( n,r \), where \( r \leq n^{\frac{3}{4}} \), and \( r \) is sufficiently large (larger than an absolute constant). There exists bipartite graph \( G = (V_1, V_2, E) \) such that
\[ |V_1| = |V_2| = \frac{n}{2^{\frac{2}{3} \delta}}; \]

- \[ \deg(v) = \frac{2}{3} \] for all \( v \in V_2; \)

- for each edge \( e \in E \subseteq V_1 \times V_2, \) there is a set \( R_e \subseteq [n] \) associated, and \( (R_e)_{e \rightarrow v} \) is a partition of \([n]\) for each fixed \( v \in V_2, \) that is, \( \bigcup_{e \rightarrow v} R_e = [n]; \)

- Fixing \( J \subseteq V_2 \) of size \( \frac{n}{r^{1+\delta}}, \) where \( \delta \in \left[ 0, \frac{1}{8} \right], \) and fixing \( I \subseteq [n] \) of size \( \leq \frac{n}{|J|}, \) when \( |I| \geq 32 \cdot r^{\frac{1}{3} + \delta}, \) there exist \( \frac{1}{8} \cdot |V_1| \) good vertices in \( V_1; \) when \( |I| < 32 \cdot r^{\frac{1}{3} + \delta}, \) there exist \( \left( \frac{1}{256} \cdot |I| \cdot |J| \right) \) good vertices in \( V_1, \) where vertex \( u \in V_1 \) is called good (with respect to \( I, J \)) if

\[ |I_u^{(J)}| \geq \frac{1}{32} \cdot \frac{|I| \cdot |J|}{|V_1|}, \]

where

\[ I_u^{(J)} := \left( \bigcup_{e \in u \times J} R_e \right) \cap I. \]

**Proof.** The construction is defined as follows:

1. The bipartite graph between \( V_1 \) and \( V_2 \) is given by Lemma 90;

2. For each \( v \in V_2, \) let us define the sets associated with its \( r^{\frac{2}{3}} \) incident edges. Independently for each \( p \in [n], \)

\[ \Pr [p \in R_e] = r^{-\frac{2}{3}}. \]

In other words, each element of \([n]\) is uniformly random distributed in \((R_e)_{e \rightarrow v}, \) for fixed \( v \in V_2. \)

We will prove our construction will succeed with nonzero probability.

**Case 1:** \( |I| \geq r^{\frac{1}{3}}. \) Fix \( J \subseteq V_2 \) of size \( \frac{n}{r^{1+\delta}}, \) where \( \delta \in \left[ 0, \frac{1}{8} \right], \) and fix \( I \subseteq [n] \) of size \( |I| \in \left[ r^{\frac{1}{3}}, r^{1+\delta} \right]. \) Let \( i := |I| \) and \( j := |J|. \) For each \( u \in V_1, \) let \( X_u \) be the indicator variable that \( u \) is good, i.e.,

\[ |I_u^{(J)}| \geq \frac{1}{32} \cdot \frac{|I| \cdot |J|}{|V_1|}. \]
Claim 92. \((X_u)_{u \in V_1}\) is negatively associated.

Proof. (of the Claim) For each \(v \in V_2\), let \(Z_{p,q}^u\) be the indicator variable that \(p \in R_e\), where \(e\) is the \(q\)th incoming edge of \(v\). By Zero-One Lemma, each row of \(Z^u\), i.e., \(\{Z_{p,q}^u\}_q\), is negatively associated. Since different rows are independent, by Proposition 82 (1), the matrix \(Z^u\) is negatively associated. Since for different \(u\), \(Z^u\) are independent, again by Proposition 82 (1), \((Z^u)_{u \in V_1}\) is negatively associated.

Observe that, when the graph between \(V_1\) and \(V_2\) is fixed, \(X_u\) is a non-decreasing function on some entries of \((Z^u)_{u \in V_1}\), and the set of entries are disjoint for different \(u\). The Claim follows from Proposition 82 (2).

Assume \(u\) has \(\ell\) neighbors in \(J\). By our construction and Lemma 90, there exist .5 fraction of vertices in \(V_1\) such that \(\ell \geq \frac{1}{2} \cdot \frac{1}{3} - \delta\). Let us calculate the mean of \(X_u\). For each \(p \in I\),

\[
\Pr\left[ p \in I_u^{(J)} \right] = 1 - \Pr\left[ p \notin I_u^{(J)} \right] = 1 - \left( 1 - r^{-\frac{2}{3}} \right)^{\ell}.
\]

Thus,

\[
E\left[ |I_u^{(J)}| \right] = i \cdot \left( 1 - \left( 1 - r^{-\frac{2}{3}} \right)^{\ell} \right) \geq i \cdot \left( 1 - e^{-r^{-\frac{2}{3}} \ell} \right) \geq \frac{i}{4} \cdot r^{-\frac{1}{3} - \delta}, \quad (3.29)
\]

assuming \(\ell \geq \frac{1}{2} \cdot \frac{1}{3} - \delta\). By Chernoff bound,

\[
E[X_u] = 1 - \Pr\left[ |I_u^{(J)}| < \frac{i}{32} \cdot r^{-\frac{1}{3} - \delta} \right] \geq 1 - e^{-\frac{i}{12} \cdot r^{-\frac{1}{3} - \delta}}. \quad (3.30)
\]

Note that \(\frac{|I_u^{(J)}|}{|V_1|} = i \cdot r^{-\frac{1}{3} - \delta}\).

Subcase 1.1: \(\frac{1}{3} \leq i < 32 \cdot \frac{1}{3} + \delta\). We have \(E[X_u] \geq \frac{i}{64} \cdot r^{-\frac{1}{3} - \delta}\) by (3.30). Let \(X := \sum_{u \in V_1} X_u\), and thus

\[
E[X] \geq \frac{i}{64} \cdot r^{-\frac{1}{3} - \delta} \cdot \frac{1}{2} \cdot \frac{n}{r^3} = \frac{ij}{128}.
\]
Applying Chernoff bound again, we have \( \Pr \left[ X < \frac{ij}{256} \right] \leq e^{-\frac{ij}{1024}} \). Applying a union bound over all such \( i, j \), where \( r^{\frac{1}{4}} \leq i \leq 32 \cdot r^{\frac{1}{3}+\delta} \) and \( \frac{n}{r^{7/8}} \leq j \leq \frac{n}{r} \), we have

\[
\sum_{i,j} \Pr \left[ X < \frac{ij}{256} \right] \leq \sum_{i,j} \binom{n}{i} \binom{n}{j} 2^{-\frac{ij}{1024}} \leq \sum_{i,j} 2^{i \log \left( \frac{en}{i} \right) + j \log \left( \frac{en}{j} \right) - \frac{ij}{1024}},
\]

which tends to 0 since \( j \gg \log n \). (Note that \( \log \left( \frac{en}{j} \right) \leq \log \left( er^{9/8} \right) < r^{\frac{1}{2000}} \) when \( r \) is sufficiently large.)

**Subcase 1.2:** \( i > 32 \cdot r^{\frac{1}{3}+\delta} \). By Lemma 90, there exist \( \frac{1}{2} \cdot |V_1| \) vertices in \( V_1 \), denoted by \( V_1' \), such that each has at least \( \frac{1}{2} \cdot r^{\frac{1}{3}-\delta} \) neighbors in \( J \). For any \( u \in V_1' \), by (3.29) and Chernoff bound, we have

\[
\Pr \left[ |I_u(J)| < \frac{i}{32} \cdot r^{\frac{1}{3}-\delta} \right] \leq 2^{-\frac{i}{12} \cdot r^{\frac{1}{3}-\delta}}.
\]

The probability that there exist \( \frac{3}{8} \cdot |V_1| \) “bad” (= not good) vertices in \( V_1' \) is bounded by

\[
\left( \frac{\frac{1}{2} \cdot |V_1|}{\frac{3}{8} \cdot |V_1|} \right) \Pr \left[ |I_u(J)| < \frac{i}{32} \cdot r^{\frac{1}{3}-\delta} \right] \leq 2^{-\frac{1}{12} \cdot ij}.
\]

Applying a union bound over all such \( I, J \), we have

\[
\sum_{I, J} \Pr \left[ X < \frac{|V_1|}{8} \right] \leq \sum_{i,j} \binom{n}{i} \binom{n}{j} 2^{-\frac{ij}{256}} \leq \sum_{i,j} 2^{i \log \left( \frac{en}{i} \right) + j \log \left( \frac{en}{j} \right) - \frac{ij}{256}},
\]

which tends to 0 because \( j \gg \log n \).

**Case 2:** \( i < r^{\frac{1}{4}} \). Fix \( J \subseteq V_2 \) of size \( \frac{n}{r^{1+\delta}} \), \( \delta \in \left[ 0, \frac{3}{8} \right) \), and fix \( I \subseteq [n] \) of size less than \( r^{\frac{1}{4}} \) (and thus less than \( 32 \cdot r^{\frac{1}{3}} \)).

For each \( v \in J \), let \( b_v \) denote the number of incident edges \( e \) such that \( R_e \cap I \neq \emptyset \), i.e.,
\(b_v := \{|e \to v : R_e \cap I \neq \emptyset\}|.\) Thinking of this process as throwing \(|I| = i\) balls into \(r^{2/3}\) bins, by union bound, we have

\[
\Pr\left[b_v < \frac{i}{4}\right] < \left(\frac{i}{\frac{1}{4} \cdot i}\right) \left(\frac{\frac{1}{2} \cdot i}{r^{\frac{2}{3}}}\right)^{\frac{3}{4} \cdot i} < 2^{-\frac{3}{4} \log \left(r^{\frac{2}{3}}\right)}.
\]

Let \(J' := \{v \in J : b_v \geq \frac{i}{4}\}\). Note that \(b_v\) is independent for each \(v\). By union bound, we have

\[
\Pr\left[|J'| < \frac{|J|}{2}\right] < \left(\frac{|J|}{\frac{1}{2} \cdot |J|}\right) \Pr\left[b_v < \frac{i}{2}\right] < 2^{-\frac{1}{4}ij \log \left(r^{\frac{2}{3}}\right)}.
\]

Let \(A\) denote the event that there exist at least \(\frac{1}{2} \cdot |J|\) vertices in \(J\) such that \(b_v \geq \frac{i}{4}\). Rewriting the above inequality,

\[
\Pr[\neg A] \leq 2^{-\frac{1}{4}ij \log \left(r^{\frac{2}{3}}\right)} \leq 2^{-\frac{1}{4}ij \log \left(n^{\frac{2}{15}}\right)}. \tag{3.31}
\]

Conditioning on event \(A\), there exist \(\frac{1}{8} \cdot ij\) edges such that \(R_e \cap I \neq \emptyset\), where each is connected to \(V_1\) uniformly random, and they are negatively associated.\(^7\) Therefore,

\[
\Pr\left[\left|\left\{I_u^{(J)} \neq \emptyset : u \in V_1\right\}\right| < \frac{ij}{16} \mid A\right] \leq \left(\frac{\frac{1}{8} \cdot ij}{\frac{1}{16} \cdot ij}\right) \left(\frac{\frac{1}{16} \cdot ij}{|V_1|}\right)^{\frac{ij}{16}} \leq 2^{-\frac{1}{16}ij \log \left(\frac{|V_1|}{ij}\right)} \leq 2^{-\frac{1}{30}ij \log \left(\frac{n}{ij}\right)}, \tag{3.32}
\]

assuming \(|I| < r^{\frac{1}{3}}\).

Combining (3.31) and (3.32), we have

\[
\Pr\left[\left|\left\{I_u^{(J)} \neq \emptyset : u \in V_1\right\}\right| < \frac{ij}{8}\right] \leq 2^{-\frac{1}{30}ij \log \left(\frac{n}{ij}\right)}.
\]

\(^7\) For different \(v \in V_2, R_e\)'s are clearly independent. For the same \(v\), indicator variables \(|R_e \cap I| > 0\) are negatively associated as we have shown before.
Applying a union bound over all possible $I, J$ and Lemma 58, we complete the proof of this case.

Now we are ready to construct $\left(\frac{n}{r^{1+1/8}}, \frac{n}{r}\right)$-partial ERF networks with $O(n)$ edges.

**Lemma 93.** For any $r < n^{\frac{3}{4}}$, where $r$ is sufficiently large (larger than some absolute constant). There exists depth-3

$$\left(\frac{n}{r^{1+1/8}}, \frac{n}{r}\right)$$

ERF network with $O(n)$ edges.

**Proof.** The depth-3 network $G = (V_0 \cup V_1 \cup V_2 \cup V_3, E)$ is constructed as follows:

- The bipartite graph between $V_2$ and $V_3$ is a disperser such that for any subset $J \subseteq V_3$ of size $|J| \in \left[\frac{n}{r^{1+1/8}}, \frac{n}{r}\right]$, inequality $|\Gamma(J)| \geq |J|$ always holds. The existence of such graph can be shown by a standard probabilistic argument [63], that is, connecting each vertex in $V_3$ to $O(1)$ randomly chosen neighbors in $V_2$;

- The bipartite graph and routing schemes between $V_1$ and $V_2$ satisfy the conditions in Lemma 91;

- The bipartite graph between $V_0$ and $V_1$ is constructed randomly: for each vertex $v \in V_1$, connect it to $r^{\frac{2}{3}}$ random neighbors in $V_0$;

- The routing schemes are randomly defined in a natural way: for each vertex in $V_1$, among its $r^{\frac{2}{3}}$ incoming edges, always choose a random one to route (uniformly and independently for each scheme in $[n]$).

For any $\delta \in \left[0, \frac{1}{8}\right]$, let us fix $J \subseteq V_3$ of size $\frac{n}{r^{1+1/8}}$, and $I \subseteq [n]$ of size $\leq r^{1+\delta}$. Let $i := |I|$, $j := |J|$ as usual. We will estimate the probability that $|R_{I}^{-1}(J)| < \frac{1}{2^{15}} \cdot ij$, and take a union bound. Finally, we can amplify the constant arbitrarily close to 1 using Lemma 57.

---

8. For convenience of analysis, we allow repetition.
Since the bipartite graph between $V_2$ and $V_3$ is a disperser, we have $|\Gamma(J)| \geq |J| = \frac{n}{r^{1+\delta}}$.

By Lemma 91, when $|I| \geq 32 \cdot r^{\frac{1}{3}+\delta}$, there exist $\frac{1}{8} \cdot |V_1|$ good vertices; when $|I| < 32 \cdot r^{\frac{1}{3}+\delta}$, there exist $\frac{1}{256} \cdot ij$ good vertices.

**Case 1:** $|I| \geq 32 \cdot r^{\frac{1}{3}+\delta}$. By Lemma 91, there exist $\frac{1}{8} \cdot |V_1|$ good vertices such that

$$|I_u^{(J)}| \geq \frac{1}{32} \cdot \frac{|I| \cdot |J|}{|V_1|} = \frac{i}{32} \cdot r^{-\frac{1}{3}-\delta}.$$ 

Let edge $e = (w,u) \in V_0 \times V_1$. Let $Y_e$ be the indicator variable that $e$ is routed during $I_u^{(J)} \subseteq I$. (Note that each time $u$ picks a random neighbor to route.) Let $Y_u := \sum_{e \rightarrow u} Y_e$, and let $Y := \sum_{u \in V_1} Y_u$.

**Claim 94.** $(Y_e)_{e \in V_0 \times V_1}$ is negatively associated.

*Proof.* For fixed $u \in V_1$, $(Y_e)_{e \rightarrow u}$ satisfies the condition of Lemma 83 (Zero-One Lemma), and thus is negatively associated. Since $(Y_e)_{e \rightarrow u}$ are independent for different $u$, by Proposition 82 (1), $(Y_e)_{e \in V_0 \times V_1}$ is negatively associated. \hfill $\square$

**Claim 95.** $(Y_u)_{u \in V_1}$ is negatively associated.

*Proof.* Apply Proposition 82 (2). \hfill $\square$

For each good $u \in V_1$, $|I_u^{(J)}| \geq \frac{i}{32} \cdot r^{-\frac{1}{3}-\delta}$; for each routing scheme in $I_u^{(J)}$, we pick a random neighbor of $u$ to route. By Proposition 84, we have

$$\Pr \left[ Y_u < \frac{i}{64} \cdot r^{-\frac{1}{3}-\delta} \right] \leq \left( \frac{i}{32} \cdot r^{-\frac{1}{3}-\delta} \right) \cdot \left( \frac{i}{64} \cdot r^{-\frac{1}{3}-\delta} \right) \leq 2 \cdot \frac{i}{64} \cdot r^{-\frac{1}{3}-\delta} \log \left( \frac{n}{ij} \right).$$

Since $(Y_u)_{u \in V_1}$ is negatively associated, among $\frac{1}{8} \cdot |V_1|$ good vertices, the probability that
there exist $\frac{15}{128} \cdot |V_1|$ vertices with $Y_u < \frac{i}{64} \cdot r^{\frac{1}{3} - \delta}$ is bounded by

$$\left( \frac{1}{128} \cdot |V_1| \right) \cdot \Pr \left[ Y_u < \frac{i}{64} \cdot r^{\frac{1}{3} - \delta} \right] \leq \frac{15}{128} |V_1| \leq 2^{-\frac{i}{212} \log \left( \frac{n}{ij} \right)},$$

which implies

$$\Pr \left[ Y < \frac{ij}{2^{13}} \right] \leq 2^{-\frac{ij}{2^{12}} \log \left( \frac{n}{ij} \right)}. \quad (3.33)$$

By definition, $|R^{-1}_I(J)|$ equals the number of distinct elements by choosing $Y$ uniformly random elements in $[n]$. Thus,

$$\Pr \left[ \left| R^{-1}_I(J) \right| < \frac{ij}{2^{14}} \left| Y \geq \frac{ij}{2^{13}} \right. \right] \leq \left( \frac{1}{2^{13}} \cdot \frac{ij}{ij} \right) \left( \frac{1}{2^{14}} \cdot \frac{ij}{n} \right) \frac{ij}{2^{14}} \leq 2^{-\frac{ij}{2^{12}} \log \left( \frac{n}{ij} \right)}. \quad (3.34)$$

Combining (3.33) and (3.34), we have

$$\Pr \left[ \left| R^{-1}_I(J) \right| < \frac{ij}{2^{14}} \right] \leq 2^{-\frac{ij}{2^{12}} \log \left( \frac{n}{ij} \right)}. \quad (3.35)$$

Finally, apply a union bound over all such $I, J$ and the proof of this case follows from Lemma 58.

**Case 2:** $|I| < 32 \cdot r^{\frac{1}{3} + \delta}$. By Lemma 91, there exist $\frac{1}{256} \cdot ij$ good vertices. Each good vertex contributes at least one (uniformly random) element to $R^{-1}_I(J)$, and thus

$$\Pr \left[ \left| R^{-1}_I(J) \right| < \frac{ij}{512} \right] \leq \left( \frac{1}{256} \cdot \frac{ij}{ij} \right) \left( \frac{1}{512} \cdot \frac{ij}{n} \right) \frac{ij}{512} < 2^{-\frac{ij}{512} \log \left( \frac{n}{ij} \right)}. \quad (3.36)$$

To finish the proof of this case, we apply a union bound by using Lemma 58. \hfill \square

The final construction for depth-3 ERF networks is by taking the union of $O(\log \log n)$ partial ERF networks, each of size $O(n)$. 
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Theorem 96. There exist depth-3 ERF networks of size $O(n \log \log n)$.

Proof. Let $c$ be a sufficiently large constant. Taking

$$r = c, c^{9/8}, c^{(9/8)^2}, \ldots, c^{(9/8)^{O(\log \log n)}},$$

and applying the Lemma 93, we obtain $(n^{2/3}, n)$-partial ERF network of depth 3 and size $O(n \log \log n)$. Combining it with Corollary 80, we prove this theorem. $\square$

3.5 The Challenge

Routings in our work are intended to fulfill demands for commodity flow from certain inputs to certain outputs. Collections of demands are specified as an request $r$. This is a mapping $r : [n] \to \mathcal{P}([m])$, where $r(i) \subseteq [m]$ gives the set of indices $j \in [m]$ for which $y_j \in Y$ wants to receive commodity $i$ from $x_i \in X$. We also call $r$ an $(n,m)$-request. For $J \subseteq [m]$, we also define

$$r^{-1}(J) = \{ i \in [n] : r(i) \cap J \neq \emptyset \}.$$

We say that a routing $\mathcal{R}$ (exactly) fulfills the request $r$, and write $\mathcal{R} \models r$, if for every $j \in [m]$, we have

$$\{ \mathcal{R}(e) \}_{e \rightarrow y_j} \cap [n] = \{ i : j \in r(i) \}.$$

An $(n,m)$-multirequest $\mathcal{R} = (r_1, \ldots, r_T)$ is just a sequence of $(n,m)$-requests. We say that $G$ implements $\mathcal{R}$ if $G$ implements $r_t$ for every $t \in [T]$.

We now come to some definitions of central interest. Given $n, m \geq 0$ and a $(n,m)$-multirequest $\mathcal{R}$, define $s(\mathcal{R})$ as the minimum number of edges in any network $G$ (with $|X| = n, |Y| = m$) that implements $\mathcal{R}$. We also define a bounded-depth version: for $d > 0$, define $s_d(\mathcal{R})$ as the least number of edges in any depth-$d$ network $G$ that implements $\mathcal{R}$.

The following general research challenge seems important, yet is poorly-understood and is not studied in its full generality:
Challenge 97. Develop a powerful and broadly-applicable set of techniques for lower-bounding and upper-bounding $s(R)$ and $s_d(R)$.

In some interesting cases, the quantities defined above have been effectively lower-bounded. For example, set $m = n$ and let $R_{\text{perm}}$ denote the set of all permutation requests. (A permutation request $r_\pi$ is specified by a permutation $\pi \in S_n$: we have $r_\pi(i) = \{\pi(i)\}$.)

Let $R_{\text{shift}} \subset R_{\text{perm}}$ denote the set of requests specified by cyclic shift permutations $\{\tau_j\}_{j \in \mathbb{Z}_n}$, where

$$\tau_j(i) := i + j \mod n.$$

It was shown by Pippenger and Valiant [68] that $s(R_{\text{shift}}) = \Omega(n \log n)$. (This implies the same lower bound for the wire complexity of conservative circuits to compute the Shift operator.) Later, this result was refined to a statement for all depths by Pippenger and Yao [69]: for any $d > 0$,

$$s_d(R_{\text{shift}}) \geq d \cdot n^{1 + \frac{1}{d}}. \quad (3.35)$$

This is complemented in [69] by a nearly matching upper bound on the larger class $R_{\text{perm}}$, namely

$$s_d(R_{\text{perm}}) = \widetilde{O}(n^{1 + \frac{1}{d}})$$

for constant $d$.

We will give a generalization of the lower bound in Eq. (3.35), based on entropy concepts, that can be applied to any multirequest. Although it does not always yield strong bounds, it does provide at least one interesting new result.

### 3.5.1 Entropy Lower Bound

Before giving our generalization, let us show a simple proof of a slightly weaker statement than Eq. (3.35), that is,

$$s_d(R_{\text{shift}}) \geq \Omega\left(n^{1 + \frac{1}{d}}\right), \quad (3.36)$$
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where the proof is implicit in Pudlák [65].

Recall that a graph with $n$ inputs and $n$ outputs is an $f(r)$-grate if after removing any $r$ vertices, there are at least $f(r)$ input-output pairs remaining connected [84].

**Proposition 98.** If directed acyclic graph $G$ is an $f(r)$-grate of depth $d$, then for every $r$,

$$|E(G)| > r \left( \frac{f(r)}{n} \right)^{\frac{1}{d}}.$$

**Proof.** The proof closely follows Proposition 2 in [65]. Let $S := |E(G)|$. There are at most $r$ vertices with degree $\geq \frac{S}{r}$, denoted by $X$. By the definition of $f(r)$-grate, Removing $X$, there are at least $f(r)$ distinct connected input-output pairs. Note that after removing $X$, all vertices have degree at most $\frac{S}{r}$, and thus the number of distinct connected input-output pairs is at most

$$n \left( \frac{S}{r} \right)^{d} \geq f(r),$$

which implies the desired result.

Observe that any routing network realizing all shift permutations must an $r(n-r)$-grate. (Because any removed $r$ vertices can contribute at most $rn$ input commodities in $n$ routing schemes.) Equation (3.36) follows by applying Proposition 98 with $r = \frac{n}{2}$.

Say that a request $\mathbf{r}$ is $k$-uniform if $|\mathbf{r}_i(i)| = k$ for all $i$. An $(n,m)$-multirequest $\mathcal{R} = (\mathbf{r}_1, \ldots, \mathbf{r}_T)$ is $k$-uniform if each $\mathbf{r}_i$ is $k$-uniform. We will develop our lower bound method for $k$-uniform multirequests. The method can be applied to non-uniform multirequests as well, but the numerical estimates involved become messier.

Given a multirequest $\mathcal{R}$, let us fix attention to a particular index $i \in [n]$. Consider the scenario in which a request index $t \in [T]$ is chosen at random according to some distribution $\mathcal{D}$. Let $S_i$ denote the random variable $\mathbf{r}_t(i) \subseteq [m]$, and let $h_i = h_i,\mathcal{D} := H(S_i)$ denote the (Shannon) entropy of this random variable. With these definitions in hand, our result is as follows:
Theorem 99. Take any \( n, m, k > 0 \). For any \( k \)-uniform \((n, m)\)-multirequest \( \mathcal{R} = (r_1, \ldots, r_T) \) and any \( d > 1 \),
\[
s_d(\mathcal{R}) \geq \frac{dk}{4} \cdot \sum_{i=1}^{n} 2^{h_i/d} - 2dkn .
\]

As an example application, let \( k := 1, m := n \), and take \( \mathcal{R} := \mathcal{R}_{\text{shift}} \), with \( D \) as the uniform distribution; then \( h_i = \log_2 n \) for all \( i \), and we get
\[
s_d(\mathcal{R}_{\text{shift}}) \geq \left( \frac{1}{4} \right) dn^{1 + \frac{1}{d}} - 2dn ,
\]
off by essentially only a factor of 4 from the lower bound in [69]. (Their lower bound can be perfectly recovered from our proof, by using more careful estimates for this specific case.)

As another corollary of our theorem, we get new super-linear lower bounds on the number of edges in asymmetric generalized connectors. For instance, suppose we want a network \( G \) with \( \sqrt{n} \) input vertices, \( n \) output vertices, and we want to be able to simultaneously route the input values \( x_1, \ldots, x_{\sqrt{n}} \) along disjoint trees in \( G \) to arbitrary disjoint subsets \( A_1, \ldots, A_{\sqrt{n}} \subseteq [n] \) of the output vertices. Theorem 99 can be used to show that \( G \) must have \( n^{1 + \Omega(1/d)} \) edges.

Proof of Theorem 99. Suppose that \( G \) implements \( \mathcal{R} \), and let \( (\mathcal{R}_1, \ldots, \mathcal{R}_T) \) be routings in \( G \) where \( \mathcal{R}_t \models r_t \).

Fix an index \( i \in [n] \). Recall that \( t \in [T] \) is chosen according to distribution \( D \). Define the random edge-set
\[
E_i := \{ e \in E(G) : \mathcal{R}_t(e) = i \} ,
\]
with associated vertex set \( V_i \) consisting of all vertices adjacent to an \( e \in E_i \). Now \( \mathcal{R}_t \) is a routing that exactly fulfills the \( k \)-uniform request \( r_t \). It follows that \( G_i := (V_i, E_i) \) is a directed tree with \( k \) leaves, with root vertex \( x_i \in X \).

For \( \ell \in \{0, \ldots, d\} \), define
\[
Z_{i,\ell} := \{ v \in V_i : v \text{ is at distance } \leq \ell \text{ from } x_i \text{ within } G_i \} .
\]
Thus, \( \{x_i\} = Z_{i,0} \subseteq Z_{i,1} \subseteq \ldots \subseteq Z_{i,d} \supseteq S_i = r_t(i) \) (using the fact \( \mathcal{R}_t \models r_t \)).
It follows that $H(\mathbf{Z}_{i,d}) \geq H(\mathbf{S}_i) = h_i$. On the other hand, we can derive an upper bound on $H(\mathbf{Z}_{i,d})$, as follows. First, for $\ell \in \{0, \ldots, d-1\}$, define the random variables

$$ \partial_{i,\ell} := \{ e \in E(G) : e = (v, v') \text{ for some } v \in (\mathbf{Z}_{i,\ell} \setminus \mathbf{Z}_{i,\ell-1}) \}, \quad \mathbf{K}_{i,\ell} := |\partial_{i,\ell}|,$$

determined by $\mathbf{Z}_{i,\ell}$. (We use the contention $\mathbf{Z}_{i,-1} := \emptyset$, so that $\partial_{i,0}$ is just the outgoing edges of $x_i$.) Note that for $0 \leq \ell < d$, once we’ve conditioned on $\mathbf{Z}_{i,0}, \ldots, \mathbf{Z}_{i,\ell}$ (which determine $\partial_{i,\ell}$), then the set $\mathbf{Z}_{i,\ell+1}$ can be determined from $\partial_{i,\ell} \cap \mathbf{E}_i$, a set of at most $k$ edges within $\partial_{i,\ell}$. It follows that

$$ H(\mathbf{Z}_{i,\ell+1}|\mathbf{Z}_{i,0}, \ldots, \mathbf{Z}_{i,\ell}) \leq \mathbb{E} \left[ \log_2 \binom{\mathbf{K}_{i,\ell}}{\leq k} \right],$$

where $\binom{b}{\leq c} := \sum_{0 \leq s \leq c} \binom{b}{s}$. (It is not assumed in this definition that $c \leq b$.) We will use the fact that for $\alpha \in (0, \frac{1}{2}]$,

$$ \binom{b}{\leq \alpha b} \leq 2^{H(\alpha)b}, \quad (3.37)$$

where $H(\alpha) := \alpha \log_2 \left( \frac{1}{\alpha} \right) + (1 - \alpha) \log_2 \left( \frac{1}{1 - \alpha} \right)$ is the binary entropy function.

Applying the chain rule for entropy, we have

$$ H(\mathbf{Z}_{i,d}) = H(\mathbf{Z}_{i,0}) + \sum_{\ell=1}^{d} H(\mathbf{Z}_{i,\ell}|\mathbf{Z}_{i,0}, \ldots, \mathbf{Z}_{i,\ell-1}) \leq \sum_{\ell=1}^{d} \mathbb{E} \left[ \log_2 \binom{\mathbf{K}_{i,\ell}}{\leq k} \right]. \quad (3.38)$$

Define $\mathbf{K}_{i,\ell}' := \max(\mathbf{K}_{i,\ell}, 2k) \leq \mathbf{K}_{i,\ell} + 2k$. Note that $\binom{\mathbf{K}_{i,\ell}}{\leq k} \leq \binom{\mathbf{K}_{i,\ell}'}{\leq k}$. Using Eqs. (3.37)
and (3.38),

\[ H(Z_{i,d}) \leq \sum_{\ell=1}^{d} E \left[ \log_2 \left( \frac{H \left( \frac{k}{K'_{i,\ell}} \right) K'_{i,\ell} \right) \right] \]

\[ = \sum_{\ell=1}^{d} E \left[ H \left( \frac{k}{K'_{i,\ell}} \right) \cdot K'_{i,\ell} \right] \]

\[ \leq \sum_{\ell=1}^{d} E \left[ \left( \frac{k}{K'_{i,\ell}} \cdot \log_2 \left( \frac{K'_{i,\ell}}{k} \right) + \log_2 \left( \frac{1}{1 - k/K'_{i,\ell}} \right) \right) \cdot K'_{i,\ell} \right] \]

\[ \leq \sum_{\ell=1}^{d} E \left[ k \cdot \log_2 \left( \frac{K'_{i,\ell}}{k} \right) + K'_{i,\ell} \cdot \log_2 \left( 1 + 2/k/K'_{i,\ell} \right) \right] \]

\[ = \sum_{\ell=1}^{d} E \left[ k \cdot \log_2 K'_{i,\ell} - k \cdot \log_2 k + 2k \right] \]

\[ \leq k \cdot \left( \sum_{\ell=1}^{d} E \left[ \log_2 K'_{i,\ell} \right] \right) + dk(2 - \log_2 k) \]

\[ \leq dk \cdot \log_2 \left( E \left[ \frac{1}{d} \sum_{\ell=1}^{d} K'_{i,\ell} \right] \right) + dk(2 - \log_2 k) , \]

the last step by Jensen’s inequality. Rearranging,

\[ E \left[ \sum_{\ell=1}^{d} K'_{i,\ell} \right] \geq d \cdot \frac{h_i}{2} + \log_2 k - 2 = \frac{dk}{4} \cdot \frac{h_i}{2} , \]

which implies

\[ E \left[ \sum_{\ell=1}^{d} K_{i,\ell} \right] \geq \frac{dk}{4} \cdot \frac{h_i}{2} - 2dk . \] (3.39)

Now fix any choice of the random variable \( t \in [T] \), which determines all the trees \( G_i \) and the random variables \( Z_{i,0}, \ldots, Z_{i,d} \). Note that for \( 0 \leq \ell < \ell' \leq d \), the edge-sets \( \partial_{i,\ell}, \partial_{i,\ell'} \) are disjoint. Also, \( \partial_{i,\ell} \cap \partial_{i',\ell'} = \emptyset \) when \( i \neq i' \), since the intersection \( V_i \cap V_{i'} \) contains only
vertices in $Y$ (which are sinks). So with probability 1 over $t$, we have

$$
\sum_{i=1}^{n} \sum_{\ell=1}^{d} K_{i,\ell} \leq |E(G)| .
$$

It then follows from Eq. (3.39) that

$$
|E(G)| \geq \frac{dk}{4} \sum_{i=1}^{n} 2^{h_{i}} - 2dkn .
$$

As $G$ was an arbitrary depth-$d$ network implementing $\mathcal{R}$, this proves the Theorem. \hfill \Box

### 3.5.2 Routing Networks for Shifts

In [69], Pippenger and Yao proved the following:

**Theorem 100.** [69] For any $d$, there exists a depth-$d$ routing network realizing all permutations of size at most

$$
256d(d-1)n (2n \ln(2n))^{\frac{1}{d}} + 2(512)^{d}n(2 \ln n)^{d-1}.
$$

On the same time, they show that $dn^{1+\frac{1}{d}}$ is a lower bound for realizing all shift permutations. Note that there are only $n$ shift permutations, while the number of all permutations is $n!$. It would be interesting to remove the $(\log n)^{\frac{1}{d}}$ term for routing networks realizing all shift permutations.

In this subsection, we will remove $(\log n)^{\frac{1}{d}}$ for constant $d$, and our analysis is simpler, which is based on the definition of being $H$-decomposable with small leftover size. Our argument is inspired by the construction of semilinear circuit by Pudák et al. [64].

Let $G(U \cup W \cup V, E)$ be layered depth-$d$ graph with inputs $U(G) = \{u_1, u_2, \ldots, u_n\}$, outputs $V(G) = \{v_1, v_2, \ldots, v_n\}$, and intermediate vertices $W$. Let $H_k$ be a layered depth-$d$ graph with inputs $U(H_k) = \{u_1, u_2, \ldots, u_k\}$ and outputs $V(H_k) = \{v_1, v_2, \ldots, v_k\}$. 
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Definition 101. Given the above definitions, $G$ is $H_k$-decomposable with leftover size $\leq s$ with respect to $\pi \in S_n$ if there exists a vertex decomposition

$$U_1 \cup U_2 \cup \cdots \cup U_\ell \subseteq U,$$

$$V_1 \cup V_2 \cup \cdots \cup V_\ell \subseteq V,$$

$$W_1 \cup W_2 \cup \cdots \cup W_\ell \subseteq W,$$

such that the followings are satisfied:

- $|U_i| = |V_i|$ and $\pi(U_i) = V_i$ for all $i \in [\ell]$;
- for each $i \in [\ell]$, the subgraph induced by $U_i \cup W_i \cup V_i$ contains $H_k$ as a subgraph with respect to $\pi$, that is, if $\psi$ maps $u_r \in V(G)$ to $u_s \in V(H_k)$, then $\psi$ maps $v_{\pi(r)}$ to $v_s \in V(H_k)$, where one-on-one map $\psi : U_i \cup W_i \cup V_i \to V(H_k)$ denotes the subgraph isomorphism. For convenience, we say $\psi$ is an embedding of $H_k$ into $G$ with respect to $\pi$;
- $|U| - k\ell \leq s$, and $|V| - k\ell \leq s$.

For fixed depth $d$, $G_p(n)$ denotes the layered depth-$d$ random graph

$$G_p(n) = G_p(n,n,\ldots,n)_{d+1},$$

where the probability that there exists an edge between any pair of vertices in adjacent layers is $p$.

Lemma 102. Let $H$ be a path of length $d$. Let $p = n^{-\theta}$, where $\theta = \frac{d-1}{d} - \alpha_d$, and $0 < \alpha_d < \frac{1}{d^2}$. Then, 9

$$\Pr [\text{there exists no embedding of } H \text{ into } G_p(n)] \leq e^{-(1-o(1))\mu},$$

9. By symmetry of layered random graph $G_p(n)$, permutation $\pi \in S_n$ does not affect the probability, and thus we assume $\pi$ is the identity without loss of generality.
where $\mu = n^{1+\alpha d}$.

**Proof.** Let $H(1), H(2), \ldots$ enumerate all possible embeddings of $H$ into $G = G_p(n)$. By Janson’s inequality,

$$\Pr \{\text{there exists no embedding of } H \text{ into } G\} \leq e^{-\mu + \frac{1}{12\epsilon}} \cdot \frac{\Delta}{\epsilon},$$

where

$$\epsilon = \Pr[H(i) \subseteq G] = p^d = o(1),$$

$$\mu = \mathbb{E}[X(H, G)] = n^{1+\alpha d},$$

$$\Delta = \sum_{i \sim j} \Pr[H(i) \subseteq G \land H(j) \subseteq G],$$

where random variable $X(H, G)$ denotes the number of embeddings of $H$ into $G$. As in [47],

$$\Delta \leq \sum_{L \subseteq H} \mathbb{E}[X(L, G)] \cdot X(L, H)^2,$$

where the sum is over all subgraphs $L$ with at least one edge which may occur in $H(i) \cap H(j)$ for $i \neq j$. Since $H$ is of constant size,

$$\Delta = O \left( \frac{\mu^2}{\min_L \mathbb{E}[X(L, G)]} \right),$$

and thus it suffices to prove $\mathbb{E}[X(L, G)] = \omega(\mu)$. It is clear that

$$\mathbb{E}[X(L, G)] = n^{\nu'(L) - \theta_e(L)},$$

where $\nu'(L)$ denotes the number of vertices in $L$ excluding output. Note that $L$ is a subgraph of $H$, which is a path of length $d$. So $L$ is a disjoint union of segments (subpaths). For a
segment of length $d'$, its contribution to the linear form in the exponent of (3.40) is

$$d' + 1 - \theta d' = 1 + d' \left( \frac{1}{d} + \alpha_d \right) > 1 + d\alpha_d,$$

assuming $\alpha_d < \frac{1}{d\theta}$. Therefore $\mathbb{E} [X(L, G)] = \omega(\mu)$, and $\Delta = o(\mu)$, and the conclusion follows from Janson’s inequality.

For fixed depth, the following upper bound is tight up to a constant factor, because of the size lower bound $dn^{1+\frac{1}{d}}$ proved in [69].

**Theorem 103.** For any fixed $d \geq 1$, there exists depth-$d$ routing network of size $O \left( dn^{1+\frac{1}{d}} \right)$ realizing all $n$ shift permutations.

**Proof.** Consider depth-$d$ layered random graph $G_p(n)$, where $p = n^{-\theta}$, $\theta = \frac{d-1}{d} - \alpha_d$, and

$$\alpha_d = \frac{2}{d} \cdot \log_2 \frac{n}{2} d .$$

It is clear that the expected number of edges in $G_p(n)$ is

$$dn^{1+\frac{1}{d}+\alpha_d} = dn^{1+\frac{1}{d}} \cdot \frac{2^{\frac{2}{d} \cdot \log_2 n}}{d} = O \left( dn^{1+\frac{1}{d}} \right) .$$

We claim, for any shift permutation $\pi \in S_n$, $G_p(n)$ is $H$-decomposable with leftover size $\leq \frac{n}{2}$ with probability $1 - o(n(1))$.

The idea is to remove the embeddings one by one until the leftover has size $\leq \frac{n}{2}$. Note that there are $n$ shift permutations in total, and the number of all possible leftover subgraphs of $G_p(n)$ with inputs size $> n/2$ is bounded by $(\frac{n}{n/2})^d$, and thus the total number is bounded by $2^{dn}$. Applying a union bound over all possible $\pi$ and all possible subgraphs, and using Lemma 102, we claim that probability that $G_p(n)$ is $H$-decomposable with leftover size $\leq n/2$ is at least

$$1 - e^{-\left(1-o(1)\right) \cdot \left( \frac{n}{2} \right)^{1+\alpha_d} \cdot 2^{dn} \geq 1 - 2^{-dn \left( \frac{2d}{n} - 1 \right)} \to 1 ,}$$
as desired. (We assume \( d \geq 2 \), because the case \( d = 1 \) is trivial.)

We have shown that, for any given shift permutation \( \pi \in S_n \), graph \( G_\pi(n) \) can route at least \( \frac{n}{2} \) pairs, while there are \( \leq \frac{n}{2} \) pairs remaining. To take of the rest, we put two dispersers at the top and the bottom. That is, the top disperser is a bipartite graph

\[
U = [n], \ V = \left\lceil \frac{1.1n}{r} \right\rceil, \ E
\]

such that for any \( X \subseteq U \) of size \( \frac{n}{r} \), the set of neighbors \( \Gamma(X) \) has size at least \( \frac{n}{r} \), which implies that there is a matching for \( X \). Using probabilistic method, it is known that such disperser of size \( O(n \log r) \) exists (for example, see Theorem 12), and the bipartite graph is regular with right-degree \( O(r \log r) \); the disperser at the bottom is symmetric. The middle part is a routing network with \( \frac{1.1n}{r} \) inputs, and \( \frac{1.1n}{r} \) outputs, which can route \( \frac{n}{2} \) pairs using the previous construction and analysis. So, the total size is \( O(n \log r) + O \left( d \left( \frac{1.1n}{r} \right)^{1 + \frac{1}{a}} \right) \), and the depth is \( d + 2 \). Let us decrease the depth by 2 by \textit{expanding} all inputs and outputs (of the middle part), which will increase the size of the adjacent layers by a factor of at most \( O(r \log r) \). So, the size of this depth-\( d \) routing network (parameterized by \( r \)) is bounded by

\[
O \left( d \left( \frac{1.1n}{r} \right)^{1 + \frac{1}{a}} \right) + O \left( \left( \frac{1.1n}{r} \right)^{1 + \frac{1}{a}} \right) \times O(r \log r) = O \left( d \left( \frac{1.1n}{r} \right)^{1 + \frac{1}{a}} \right) + O \left( \frac{(1.1n)^{1 + \frac{1}{a}}}{r^{2a}} \right),
\]

Let \( r = 2, 2^1, \ldots, 2^{\log n} \), and take the union of all the routing networks, where the total size is

\[
\sum_{i \geq 0} O \left( d \left( \frac{1.1n}{2^i} \right)^{1 + \frac{1}{a}} \right) + O \left( \frac{(1.1n)^{1 + \frac{1}{a}}}{2^{2a}} \right) = O \left( dn^{1 + \frac{1}{a}} \right).
\]

\( \square \)

The above proof works for any set of \( n \) permutations, not necessarily shift permutations. The following corollary is an immediate generalization.
Corollary 104. For any fixed $d \geq 1$, there exists depth-$d$ routing network of size

$$O \left( dn^{1+\frac{1}{d}} \left( d + \frac{\log s}{n} \right)^{\frac{1}{d}} \right)$$

realizing any given $s$ permutations in $S_n$.

Proof. Let

$$\alpha_d = \frac{\log \left( \frac{3}{4} \left( 2d + \frac{2\log s}{n} \right) \right)}{d \log \left( \frac{n}{2} \right)}$$

and rest of the proof is the almost same as Theorem 103. \qed

3.5.3 Open Problems

We end this chapter by listing a few open problems.

Question 105. For depth $d \geq 4$, what is the size of the smallest depth-$d$ ERF networks?

For depth 2 and 3, our bounds are tight. For depth $d \geq 4$, the answer is somewhere between $\Omega_d(\lambda_d(n) \cdot n)$ and $O(n \log \log n)$.

Question 106. Are conservative circuits (nearly-)optimal for computing the Shift operator?

This is a major unsolved problem. More generally, are conservative circuits optimal for every operator for which they can actually perform the computation? It might be instructive to try to cook up a counterexample. In [69] it was shown that Shift can be computed conservatively with $\tilde{O} \left( n^{1+\frac{1}{d}} \right)$ edges in constant depth $d$, and that any conservative solution requires $dn^{1+\frac{1}{d}}$ edges. No asymptotic improvements for the non-conservative case are known. It was shown in [64] that for depth-2 circuits with a certain restricted structure, non-conservative circuits can provably outperform conservative ones, but even here the savings shown is only a sub-logarithmic factor.

The explicitness here has twofold meanings — both the network graphs and the routing schemes are explicit.

**Question 108.** What is the wire complexity of the Shift operator in the unrestricted model?

For the Shift operator, the upper bound is $\tilde{O}(n^{1+1/d})$ while the best known lower bound is $\Omega(n \cdot \lambda_d(n))$ for constant depth $d \geq 3$. Currently, it is not clear which one is closer to the truth.
CHAPTER 4
AC0 COMPLEXITY OF SUBGRAPH ISOMORPHISM

4.1 Introduction

The subgraph isomorphism problem takes as its input two graphs $H$ and $G$ and asks to determine whether or not $G$ contains a subgraph (not necessarily induced) isomorphic to $H$. This is one of the most basic NP-complete problems that includes CLIQUE and HAMILTONIAN CYCLE as special cases, and little more can be said about its complexity in full generality.

A significant body of research, motivated both by the framework of parameterized complexity and practical applications, has been devoted to the case when the graph $H$ is fixed and possesses some useful structure (see e.g. the sources [8, 28, 29, 57, 58, 61] related to the subject). To stress its nature in this situation, the graph $H$ is traditionally called a pattern and designated by the letter $P$; we also follow this convention and denote by $\text{Subgraph}(P)$ the corresponding restriction of the general subgraph isomorphism problem.

The sources above (among many others) provide quite non-trivial improvements on the obvious time bound $O(n |V(P)|)$ in many cases of interest. But for unconditional lower bounds we, given our current state of knowledge, have to resort to restricted models, and, indeed, a substantial amount of work has been done here in the context of both bounded-depth circuits and monotone circuits. In this chapter we focus on the former model.

As for upper bounds, it was observed by Amano [9] that the color-coding algorithm by Alon, Yuster and Zwick [8] can be adapted to our context and gives $\text{AC}^0$ circuits for $\text{Subgraph}(P)$ of size $1 \tilde{O}(n^{tw(P)+1})$, where $tw(P)$ is the treewidth of the pattern $P$. Our work is motivated by the following natural question:

*How tight is this bound?*

Or, in other words,

---

1. “$\tilde{O}$” is the “soft” version of the “big-$O$” notation that ignores not only constant but polylogarithmic multiplicative factors as well.
**Question 1.** Is it possible to give good general lower bounds on the $\text{AC}^0$ complexity of $\text{Subgraph}(P)$ in terms of the treewidth of $P$ only?

Prior to our work, Rossman [73] answered this question in affirmative for the case of a $k$-clique by proving a lower bound of $\Omega(n^{k/4})$ on the $\text{AC}^0$ complexity of $\text{Subgraph}(K_k)$. Generalizing Rossman’s method, Amano [9] gave a general lower bound that holds for arbitrary patterns $P$. It in particular implied an $n^{\Omega(k)}$ lower bound (and, thus, an affirmative answer to Question 1) for the $k \times k$ grid $G_{k,k}$: this result is very interesting since $G_{k,k}$ is the “canonical” example of a sparse graph with large treewidth.

Before discussing our results, it will be convenient to introduce the following handy notation: given a pattern $P$, we let $C(P)$ be the minimal real number $c \geq 0$ for which $\text{Subgraph}(P)$ is solvable on $n$-vertex graphs by $\text{AC}^0$ circuits of size $n^{c+o(1)}$. In this notation, the previous results mentioned above can be stated as $C(P) \leq \text{tw}(P) + 1$ ([8, 9], $P$ any pattern), $C(K_k) \geq \frac{k}{4}$ [73] and $C(G_{k,k}) \geq \Omega(k)$ [9].

**Our contributions.**

We explicitly formulate and study two modifications that already played a great role in the previous research. The first of them is the *colorful $P$-subgraph isomorphism problem* $\text{Subgraph}_{\text{col}}(P)$ in which the target graph $G$ comes with a coloring $\chi : V(G) \rightarrow V(P)$ (that w.l.o.g. can and will be assumed to be a graph homomorphism), and we are looking only for properly colored $P$-subgraphs. Let $C_{\text{col}}(P)$ be defined analogously to $C(P)$. Then the very first thing done by the algorithm of Alon, Yuster and Zwick is a simple reduction from $\text{Subgraph}(P)$ to $\text{Subgraph}_{\text{col}}(P)$ thus establishing $C(P) \leq C_{\text{col}}(P)$. After that they work exclusively with the colorful version that leads to

$$C(P) \leq C_{\text{col}}(P) \leq \text{tw}(P) + 1.$$  

We settle in the affirmative (up to a logarithmic factor) our motivating Question 1 for
the colorful version by proving the following

**Theorem 109.** \( C_{\text{col}}(P) \geq \Omega \left( \frac{\text{tw}(P)}{\log \text{tw}(P)} \right) \).

By previous work of Marx [57], it was known that \( \text{SUBGRAPH}_{\text{col}}(P) \) has no \( n^{\text{tw}(P)/\log \text{tw}(P)} \) time algorithm unless the Exponential Time Hypothesis fails. Theorem 109 establishes the same lower bound *unconditionally* for \( \text{AC}^0 \) circuits. (We say more about Marx’s result and related work of Alon and Marx [5] in Section 4.6.)

We show that the colorful version is quite well-behaved by proving that it is minor-monotone: if \( Q \) is a minor of \( P \), then \( C_{\text{col}}(Q) \leq C_{\text{col}}(P) \) (Theorem 153).

Whether a similar result holds for \( C(P) \) is open, but we give a strong evidence (Theorem 158) that even if this is true, the proof will most likely require totally different techniques. One possible interpretation is that perhaps the colorful version is in fact a cleaner and more natural model to study than the standard (uncolored) version. We also observe that if the pattern \( P \) is a core (i.e., every homomorphism from \( P \) to \( P \) is an automorphism), then \( C(P) = C_{\text{col}}(P) \) and thus our lower bound from Theorem 109 transfers to the uncolored case. What happens to \( C(P) \) at the opposite side of the spectrum, say, for bipartite patterns \( P \), remains wide open.

All lower bounds surveyed above, including our proof of Theorem 109, were actually achieved in the context of average-case complexity. Prior to our work, the only distribution that was considered for this purpose is the *Erdős-Rényi* model \( G(n, n^{-\theta(P)}) \), where \( \theta(P) \) is the uniquely defined *threshold exponent* for which the probability of containing a copy of \( P \) is bounded away from 0 and 1 (see [47] or Section 4.2.4 below). Accordingly, we define \( C_{\text{ave}}(P) \) analogously to \( C(P) \), but only require that our circuit outputs the correct answer a.a.s. (asymptotically almost surely) when the input is drawn from \( G(n, n^{-\theta(P)}) \).

---

2. It is worth observing that this fact, along with the recent result [17] by Chekura and Chuzhoy and Amano’s bound \( C_{\text{col}}(G_{k,k}) \geq \Omega(k) \) [9] already implies the weaker bound \( C_{\text{col}}(P) \geq \text{tw}(P)^{\Omega(1)} \). But the exponent given by this approach will be disappointingly small.
$C_{\text{ave}}(P) \leq C(P)$ so the whole picture now looks like

\[ C_{\text{ave}}(P) \leq C(P) \leq C_{\text{col}}(P) \approx \text{tw}(P), \]

where \( \approx \) means approximation within a logarithmic factor. Also, \( C_{\text{ave}}(K_k) \geq k/4 \) [73] and \( C_{\text{ave}}(G_{k,k}) \geq \Omega(k) \) [9] where \( K_k \) is the complete graph on \( k \) vertices and \( G_{k,k} \) is the \( k \)-by-\( k \) grid.

We explicitly define a combinatorial parameter \( \kappa(P) \) and prove the following

**Theorem 110.** \( \kappa(P) \leq C_{\text{ave}}(P) \leq 2\kappa(P) + O(1) \).

In other words, we give lower and upper bounds on the average-case \( \text{AC}^0 \) complexity for an arbitrary pattern \( P \), matching within a quadratic factor. The proof of Theorem 110 exploits a duality in the definition of \( \kappa(P) \), which has equivalent min-max and max-min formulations (the former suited to upper bounds and the latter to lower bounds). The lower bound \( C_{\text{ave}}(P) \geq \kappa(P) \) generalizes the proof of \( C_{\text{ave}}(K_k) \geq k/4 \) in Rossman [73] and improves a previous lower bound of Amano [9] for general patterns \( P \).

Let us say a few words about the proof of Theorem 109. Being itself a worst-case lower bound, it is obtained as the maximum of a family of average-case lower bounds with respect to \( P \)-colored random graphs. These random graphs generalize Erdős-Rényi random graphs in the \( P \)-colored setting by allowing different edge probabilities according to the color classes of vertices, and we believe that this generalization may be of independent interest. Each \( P \)-colored random graph in this family is parameterized by a point in a certain convex polytope, denoted \( \theta_{\text{col}}(P) \). We rely on results of [31, 57] that characterize the treewidth of \( P \) in terms of the existence of an appropriate concurrent flow on \( P \), which we convert to a suitable point in \( \theta_{\text{col}}(P) \).

Finally, it is also worth noting that lower bounds in Theorems 109, 110 (and hence all our structural conclusions) hold even if we allow circuits of a super-constant depth \( d(n) \), as long as \( d(n) \leq o(\log n / \log \log n) \).
The chapter is organized as follows. In Section 4.2 we give the necessary definitions and preliminaries; in particular, in Section 4.2.6 we present the parameters \( \kappa(P) \) and \( \kappa_{\text{col}}(P) \) that are our main technical tools. Section 4.3 is devoted to the proof of Theorem 110, and it also paves way to the proof of Theorem 109 that, up to a certain point, goes in parallel to the former. The proof of Theorem 109 is completed in Section 4.4. Section 4.5 contains our structural results about the behavior of \( \text{Subgraph}(P) \) and \( \text{Subgraph}_{\text{col}}(P) \) with respect to minors and subgraphs. The chapter is concluded with a brief discussion and a list of open problems in Section 4.6.

4.2 Definitions and Preliminaries

Let \([k] := \{1, \ldots, k\}\), and let \((X^2)\) be the family of all 2-element subsets of \(X\).

4.2.1 Graphs

We start off with terminology and notation for graphs. Throughout this chapter, graphs are finite simple graphs \(G = (V(G), E(G))\) where \(E(G)\) is a subset of \(\binom{V(G)}{2}\). We often write \(v(G)\) for \(|V(G)|\) and \(e(G)\) for \(|E(G)|\).

A graph \(H\) is a subgraph of \(G\), denoted \(H \subseteq G\), if \(V(H) \subseteq V(G)\) and \(E(H) \subseteq E(G)\). For arbitrary \(G\) and \(H\), \(G + H\) and \(G \times H\) respectively denote the disjoint union and Cartesian product of graphs \(G\) and \(H\) (where \(E(G \times H) := \{(v, v'), (w, w')\} : \{v, w\} \in E(G)\) and \(\{v', w'\} \in E(H)\)).

A homomorphism from \(G\) to \(H\) is a function \(\varphi: V(G) \rightarrow V(H)\) such that \(\{\varphi(v), \varphi(w)\} \in E(H)\) for all \(\{v, w\} \in E(G)\). A graph \(G\) is a core if every homomorphism from \(G\) to \(G\) is an automorphism.

The treewidth of \(G\) is denoted by \(\text{tw}(G)\) (for the definition and background, see e.g. [15]). Relevant facts about treewidth will be stated where needed.

\(K_k\) is a clique on \(k\) vertices, and \(G_{k,k}\) is a \(k \times k\) grid. These graphs have treewidth
$tw(K_k) = k - 1$ and $tw(G_{k,k}) = k$.

### 4.2.2 Monotone Projections

**Definition 111.** Let $I, J$ be arbitrary sets.

1. For a function $p : J \to I \cup \{0, 1\}$ and $x \in \{0, 1\}^I$, we write $p^*(x)$ for the unique $y \in \{0, 1\}^J$ such that $y_j = x_{p(j)}$ if $p(j) \in I$, and $y_j = p(j)$ if $p(j) \in \{0, 1\}$.

2. For boolean functions $f : \{0, 1\}^I \to \{0, 1\}$ and $g : \{0, 1\}^J \to \{0, 1\}$, we say that $f$ is reducible via a monotone projection to $g$, denoted $f \leq_{mp} g$, if there exists $p : J \to I \cup \{0, 1\}$ such that $f(x) = g(p^*(x))$ for all $x \in \{0, 1\}^I$. (Note that $\leq_{mp}$ is transitive.)

Any decision problem $L$ can be represented as a sequence of Boolean functions $\{L^n\}$ in $n$ variables. We say that $L_1$ is reducible via a monotone projection to another decision problem $L_2$ if for any $n$ there exists a $m(n)$ such that $L_1^n \leq_{mp} L_2^{m(n)}$. If in addition $m(n) \leq O(n)$, we call this projection *linear*.

### 4.2.3 Subgraph Isomorphism Problems

Throughout this chapter, the letters $P, Q$ represent arbitrary fixed graphs that should be intuitively thought of as “patterns”. $G$ stands for a (large) “input” graph for the $P$-subgraph isomorphism problem. Subgraphs of $G$ (not necessarily induced) which are isomorphic to $P$ will be called $P$-subgraphs.

We also consider $P$-colored graphs, defined as pairs $(G, \chi)$ where $G$ is a graph and $\chi : V(G) \to V(P)$ is a homomorphism. We usually suppress $\chi$ and simply refer to $G$ as $P$-colored graph. In this setting, given a sub-pattern $Q \subseteq P$ (not necessarily induced), a $Q$-subgraph of $G$ is a subgraph of $G$ (again, not necessarily induced) that is isomorphic to $Q$ and consistent with $\chi$ in the sense that every vertex $v \in V(Q)$ is mapped to a vertex in $\chi^{-1}(v)$.

---

3. Uniformity issues do not play any role in this chapter.
We consider two versions (“uncolored” and “colored”) of the $P$-subgraph isomorphism problem:

- **$\text{SUBGRAPH}(P)$** is the problem, given a graph $G$, of determining whether or not $G$ contains a $P$-subgraph.

- **$\text{SUBGRAPH}_{\text{col}}(P)$** is the problem, given a $P$-colored graph $(G, \chi)$, of determining whether or not $G$ contains a (properly colored) $P$-subgraph.

This problem is also known in the literature as the “partitioned” or “colorful” variant (see e.g. [8, 5]), and in this chapter we mostly adopt the latter term.

It will be convenient to introduce a notation for the $\text{AC}^0$ complexity of these problems. (Recall that $\text{AC}^0$ is the class of problems solvable by polynomial-size constant-depth boolean circuits over \{\texttt{¬, ∧, ∨}\} with unbounded fan-in.)

**Definition 112.** Let $C(P)$ (resp. $C_{\text{col}}(P)$) denote the infimum of all real numbers $c > 0$ such that $\text{SUBGRAPH}(P)$ (resp. $\text{SUBGRAPH}_{\text{col}}(P)$) is solvable (in the worst-case) on $n$-vertex graphs by $\text{AC}^0$ circuits of size $O(n^c)$.

Note that if $\text{SUBGRAPH}(P)$ is reducible to $\text{SUBGRAPH}(Q)$ via a linear monotone projection then $C(P) \leq C(Q)$, and this remains true if we add the subscript $\text{col}$ to both sides.

**Lemma 113.**

1. $C(P) \leq C_{\text{col}}(P) \leq \text{tw}(P) + 1$.

2. If $P$ is a core, then $C(P) = C_{\text{col}}(P)$.

**Proof.** (1): The second inequality $C_{\text{col}}(P) \leq \text{tw}(P) + 1$ is by the color-coding algorithm of Alon, Yuster and Zwick [8] (adapted to the $P$-colored setting), which can be implemented in $\text{AC}^0$ as observed by Amano [9]. The first inequality $C(P) \leq C_{\text{col}}(P)$ is also implicitly proved.

4. In this chapter, the size of all constant-depth circuits is measured by the number of *gates*. 
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there by reducing \( \text{SUBGRAPH}(P) \) to \( \text{SUBGRAPH}_{\text{col}}(P) \): the reduction searches through logarithmically many different colorings \( \chi_1, \chi_2, \ldots : V(G) \to V(P) \) of the same target graph \( G \), picked at random. An easy counting argument shows that a.a.s. every \( P \)-subgraph of \( G \) will be properly colored with respect to at least one of the colorings \( \chi_i \).

(2): This observation goes back at least to Grohe [37]. If \( P \) is a core, then \( (G, \chi) \mapsto G \) is a reduction from \( \text{SUBGRAPH}_{\text{col}}(P) \) to \( \text{SUBGRAPH}(P) \). To see why, it suffices to show that every \( P \)-subgraph of \( G \) is properly colored with respect to every homomorphism \( \chi : G \to P \).

Suppose \( H \) is a \( P \)-subgraph of \( G \). Then \( H = \varphi(P) \) for some one-to-one homomorphism \( \varphi : P \to G \). Since \( P \) is a core, the homomorphism \( \chi \circ \varphi : P \to P \) is an automorphism of \( P \).

It follows that the homomorphism \( \chi|_{V(H)} : H \to P \) is one-to-one. Since \( |E(H)| = |E(P)| \), it must be an isomorphism, that is \( H \) is properly colored with respect to \( \chi \).

\[
\begin{align*}
\text{4.2.4 The Average Case}
\end{align*}
\]

We now define the random graphs which appear in our average-case lower bounds for \( \text{SUBGRAPH}(P) \) and \( \text{SUBGRAPH}_{\text{col}}(P) \). In the uncolored setting, we consider the Erdős-Rényi random graph \( G(n, p(n)) \) for an appropriately chosen threshold function \( p(n) \). Also, in what follows we assume that \( P \) is non-empty, that is contains at least one edge.

\textbf{Definition 114.}

1. The threshold exponent of \( P \) is defined by \( \theta(P) := \min_{Q \subseteq P} \frac{v(Q)}{e(Q)} \).

2. \( P \) is balanced if \( \frac{v(P)}{e(P)} = \theta(P) \).

3. \( P \) is strictly balanced if \( \frac{v(Q)}{e(Q)} > \theta(P) \) for every nonempty proper subgraph \( Q \subset P \).

4. Let \( \text{Bal}(P) := \bigcup \left\{ Q \subseteq P : \frac{v(Q)}{e(Q)} = \theta(P) \right\} \).

\textbf{Lemma 115.}

1. \( P \) is balanced if and only if \( P = \text{Bal}(P) \).
2. For every $P$, $\text{Bal}(P)$ is balanced and $\theta(\text{Bal}(P)) = \theta(P)$.

Proof. It suffices to show that $\mathcal{B} := \{ Q \subseteq P : Q \neq \emptyset \land \frac{v(Q)}{e(Q)} = \theta(P) \}$ is closed under unions (in fact, it is closed under intersections as well). For all $Q_1, Q_2 \in \mathcal{B}$, we have

\[
v(Q_1 \cup Q_2) + v(Q_1 \cap Q_2) = v(Q_1) + v(Q_2)
\]
\[
= \theta(P)e(Q_1) + \theta(P)e(Q_2)
\]
\[
= \theta(P)e(Q_1 \cup Q_2) + \theta(P)e(Q_1 \cap Q_2). \tag{4.1}
\]

By definition of $\theta(P)$,

\[
v(Q_1 \cup Q_2) \geq \theta(P)e(Q_1 \cup Q_2) \quad \text{and} \quad v(Q_1 \cap Q_2) \geq \theta(P)e(Q_1 \cap Q_2). \tag{4.2}
\]

Together (4.1) and (4.2) imply that equality holds in (4.2), that is, $Q_1 \cup Q_2$ and $Q_1 \cap Q_2$ are both in $\mathcal{B}$. \qed

Recall that $G(n, p)$ is the Erdős-Rényi random graph with vertex set $[n]$, in which each $e \in \binom{[n]}{2}$ occurs as an edge independently with probability $p$. The next lemma states that $p = n^{-\theta(P)}$ is a threshold function for $\text{Subgraph}(P)$ and that detecting $P$-subgraphs on $G(n, n^{-\theta(P)})$ is equivalent to detecting $\text{Bal}(P)$-subgraphs. (Lemma 116(1) is a standard fact about random graphs (see [47]); Lemma 116(2) was proved in [16].)

**Lemma 116.**

1. $\Pr[G(n, n^{-\theta(P)}) has a $P$-subgraph]$ is bounded away from 0 and 1.

2. Asymptotically almost surely, if $G(n, n^{-\theta(P)})$ contains a $\text{Bal}(P)$-subgraph, then it contains a $P$-subgraph.

With slight abuse of notation, we denote by $\text{Subgraph}_{\text{ave}}(P)$ the algorithmic problem of solving $\text{Subgraph}(P)$ on $G(n, n^{-\theta(P)})$ correctly a.a.s, that is with probability that tends to 1 as $n$ tends to $\infty$. (We remark that our results are unchanged if $n^{-\theta(P)}$ is replaced by
any other threshold function \( p(n) \in \Theta(n^{-\theta(P)}) \). Similarly to Definition 112, let \( C_{\text{ave}}(P) \) be the smallest \( c > 0 \) for which this problem can be solved by \( AC^0 \)-circuits of size \( n^{c+o(1)} \).

**Remark 117.** Obviously, \( C_{\text{ave}}(P) \leq C(P) \), but the gap between them can be arbitrarily large. Assume e.g. that \( P = K_4 + G_{k,k} \) where \( k \to \infty \). Then \( \text{Bal}(P) = K_4 \) and thus Lemma 116(2) implies that \( C_{\text{ave}}(P) = C_{\text{ave}}(K_4) \leq 4 \). On the other hand, \( \text{Subgraph}(G_{k,k}) \) is reduced to \( \text{Subgraph}(P) \) via an obvious linear monotone projection that takes \( G \) to \( K_4 + G \).

This proves \( C(P) \geq C(G_{k,k}) \geq \Omega(k) \) by the result from [9].

One might argue that this example is not “fair” since it heavily exploits the fact that the pattern \( P \) is highly unbalanced. It is, however, possible to give nearly the same separation (albeit, more complicated) with a strictly balanced pattern \( P \). Say, let \( d > 0 \) be a sufficiently large constant, and \( V(P) = [k] \), where \( k \gg d \). We start building \( E(P) \) with the clique on the set \([d]\), and then for every \( i \in \{d+1, \ldots, k\} \) pick at random \( d \) different vertices \( j_1, \ldots, j_d < i \) and add all \( d \) edges \( \{j_i, i\} \). Then \( P \) will be strictly balanced since every subgraph with \( v \geq d \) vertices has at most \( \frac{d(d-1)}{2} + d(v-d) = \frac{d(2v-d-1)}{d} \) edges. Taking as a union sequence (see Definition 123 below) the natural sequence according to the order in which \( P \) was built, we conclude (see Definition 124) that \( \kappa(P) \leq O(d) \). Hence \( C_{\text{ave}}(P) \leq O(d) \) by Theorem 110.

On the other hand, randomness in selecting the edges implies that \( tw(P) \geq \Omega(k) \) and that \( P \) is a core. From the latter fact we conclude that \( C(P) = C_{\text{col}}(P) \), and from the former, by Theorem 109, that \( C_{\text{col}}(P) \geq \Omega(k/\log k) \).

We now move on to the notion of average case complexity for \( \text{Subgraph}_{\text{col}}(P) \). In contrast to the uncolored setting, there is no single most natural distribution on \( P \)-colored random graphs. Instead, we consider a family of \( P \)-colored random graphs, denoted \( G_{\alpha,\beta}(n) \), which are parameterized by certain pairs of functions \( \alpha : V(P) \to [0,1] \) and \( \beta : E(P) \to [0,2] \) called “threshold pairs”. (Note: Unlike \( G(n,p) \), the vertex set of \( G_{\alpha,\beta}(n) \) is not \( [n] \), but rather consists of \( |V(P)| \) disjoint parts of different sizes.)

**Definition 118.** (\( P \)-colored random graph \( G_{\alpha,\beta}(n) \))
1. A threshold pair for $P$ is a pair $(\alpha, \beta)$ of functions $\alpha : V(P) \to [0,1]$ and $\beta : E(P) \to [0,2]$ such that
   
   - $\alpha(P) = \beta(P)$,
   - $\alpha(Q) \geq \beta(Q)$ for all $Q \subseteq P$,

   where $\alpha(Q) := \sum_{v \in V(Q)} \alpha(v)$ and $\beta(Q) := \sum_{e \in E(Q)} \beta(e)$.

2. $\theta_{\text{col}}(P)$ denotes the set of threshold pairs for $P$. Note that $\theta_{\text{col}}(P)$ is a polytope in $\mathbb{R}^{V(P) \cup E(P)}$ and its section $\{\beta : (1, \beta) \in \theta_{\text{col}}(P)\}$ is a polytope in $\mathbb{R}^{E(P)}$. We view elements of $\theta_{\text{col}}(P)$ as the “$P$-colored” analogue of $\theta(P)$ (see Remark 119 below).

3. We say that $(\alpha, \beta) \in \theta_{\text{col}}(P)$ is nontrivial if $\alpha$ and $\beta$ are not identically zero.

4. We say that $(\alpha, \beta) \in \theta_{\text{col}}(P)$ is strictly balanced if $\alpha(Q) > \beta(Q)$ for every nonempty proper subgraph $Q \subset P$.

5. For all $(\alpha, \beta) \in \theta_{\text{col}}(P)$, let $G_{\alpha,\beta}(n)$ denote the random graph with vertex set $\{(v,i) : v \in V(P), 1 \leq i \leq \lfloor n^{\alpha(v)} \rfloor \}$ where each $\{(v,i),(w,j)\}$ with $\{v,w\} \in E(P)$ is an edge, independently, with probability $n^{-\beta(\{v,w\})}$. The $P$-coloring of $G_{\alpha,\beta}(n)$ is the obvious one: $(v,i) \mapsto v$.

**Remark 119.** Note that if $P$ is a balanced pattern, then the pair of constant functions $(\alpha \equiv 1, \beta \equiv \theta(P))$ is a threshold pair for $P$; moreover, $P$ is strictly balanced if and only if this $(\alpha, \beta)$ is strictly balanced. Thus, Definition 118 is indeed a generalization of threshold exponent for balanced patterns. The following lemma makes the analogy even more clear, justifies the terminology “threshold pair” and refines Lemma 116(1).

**Lemma 120.** For every pattern $P$ and nontrivial threshold pair $(\alpha, \beta) \in \theta_{\text{col}}(P)$,

1. $\liminf_{n \to \infty} \left[ G_{\alpha,\beta}(n) \text{ contains no } P\text{-subgraph} \right] \geq \frac{1}{e}$.

5. $n^\alpha$ and $n^{-\beta}$ will determine the number of vertices in the colored parts and edge densities between them, respectively, whence comes our choice of normalization.
2. \( \liminf_{n \to \infty} [G_{\alpha,\beta}(n) \text{ contains exactly one } P\text{-subgraph}] \geq \frac{1}{e|E(P)|} \).

The proof is included in the next subsection, that is, Section 4.2.5. With a bit of work, it is possible to completely characterize the asymptotic distribution of the number of \( P\)-subgraphs in \( G_{\alpha,\beta}(n) \); this distribution is a function of independent Poisson random variables (in the uncolored setting, see [16] for a characterization of the asymptotic number of \( P\)-subgraphs in \( G(n, n^{-\theta(P)}) \)).

In the context of \textsc{Subgraph}_{col}(P), we speak of the average-case complexity with respect to \( G_{\alpha,\beta}(P) \), meaning the size of an \( \text{AC}^0 \) circuit which solves \textsc{Subgraph}_{col}(P) on \( G_{\alpha,\beta}(P) \) with probability that tends to 1 as \( n \) tends to \( \infty \). We do not introduce any special notation like \( C_{\alpha,\beta}(P) \) as this concept is intended to be auxiliary.

### 4.2.5 Proof of Lemma 120

Fix a pattern \( P \) and a nontrivial threshold pair \( (\alpha, \beta) \in \theta_{\text{col}}(P) \). We can assume w.l.o.g. that \( \beta(e) > 0 \) for all \( e \in E(P) \) (as the edges with \( \beta(e) = 0 \) can be removed). Following the approach of Bollobás and Wierman [16], we fix a chain of (necessarily induced) subgraphs

\[ \emptyset = Q_0 \subset Q_1 \subset \cdots \subset Q_{t-1} \subset Q_t = P \]

satisfying

- \( \alpha(Q_i) = \beta(Q_i) \) for all \( 0 \leq i \leq t \), and
- \( \alpha(R) > \beta(R) \) for all \( 1 \leq i \leq t \) and \( Q_{i-1} \subset R \subset Q_i \).

Call such a sequence \((Q_0, \ldots, Q_t)\) an \((\alpha, \beta)\)-grading of \( P \). Clearly, at least one \((\alpha, \beta)\)-grading exists. Note that \( 1 \leq t \leq |E(P)| \), since \((\alpha, \beta)\) is nontrivial. (It is known that \( t \) is the same for all \((\alpha, \beta)\)-gradings; however, we will not use this fact.)

Let \( G := G_{\alpha,\beta}(P) \). For \( 0 \leq i \leq t \), define random variable \( X_i \) as the number of \( Q_i\)-subgraphs in \( G \). Obviously, \( X_0 = 1 \) (with probability 1). For \( 1 \leq i \leq t \), let \( \mathcal{L}(X_i \mid X_{i-1} = 1) \)
denote the distribution of $X_i$ conditioned on the event $X_{i-1} = 1$. We prove Lemma 120 by showing the following

**Lemma 121.** For all $1 \leq i \leq t$, $\mathcal{L}(X_i \mid X_{i-1} = 1)$ is asymptotically the Poisson distribution $\text{Po}(1)$. In particular,

$$\lim_{n \to \infty} \Pr[X_i = 0 \mid X_{i-1} = 1] = \lim_{n \to \infty} \Pr[X_i = 1 \mid X_{i-1} = 1] = \frac{1}{e}.$$  

The first inequality of Lemma 120 follows immediately, as we have

$$\liminf_{n \to \infty} \Pr[G \text{ has no } P\text{-subgraph}] \geq \liminf_{n \to \infty} \Pr[G \text{ has no } Q_1\text{-subgraph}]$$

$$= \liminf_{n \to \infty} \Pr[X_1 = 0 \mid X_0 = 1]$$

$$= \frac{1}{e}.$$  

For the second inequality, we have

$$\liminf_{n \to \infty} \Pr[G \text{ has a unique } P\text{-subgraph}] = \liminf_{n \to \infty} \Pr[X_t = 1]$$

$$\geq \liminf_{n \to \infty} \Pr[X_0 = \cdots = X_t = 1]$$

$$= \liminf_{n \to \infty} \prod_{1 \leq i \leq t} \Pr[X_i = 1 \mid X_{i-1} = 1]$$

$$= \frac{1}{e^t} \geq \frac{1}{e^{|E(P)|}}.$$  

In the remainder of this appendix we give the proof of Lemma 121. We will use the following result on Poisson approximation. Before stating it, recall that the *total variation distance* $d_{TV}(X, Y)$ between two random variables $X$ and $Y$ with values in the same set (in particular, real-valued variables) is given by

$$d_{TV}(X, Y) := \sup_A |\Pr[X \in A] - \Pr[Y \in A]|.$$  
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{0, 1}-valued random variables $I_1, \ldots, I_m$ on the same probability space are \textit{positively related} if for any given $i \in [m]$ one can find {0, 1}-valued random variables $J_{ji}$ ($j \neq i$) such that $J_{ji} \geq I_j$ and this tuple is distributed identically with the tuple $I_j$ ($j \neq i$) conditioned by the event $I_i = 1$.

\textbf{Lemma 122} (Theorem 6.24 in \cite{47}). \textit{Suppose $I_1, \ldots, I_m$ are positively related \{0, 1\}-valued random variables, and let $k := \sum_i I_i$. Then}

$$d_{TV}(k, \text{Po}(E[k])) \leq \frac{\text{Var}[k]}{E[k]} - 1 + 2 \max_i E[I_i].$$

\textit{Proof of Lemma 121.} Fix $i \in \{1, \ldots, t\}$ and let $Q := Q_i$ and $Q' := Q_{i-1}$ and $X := X_i$ and $X' := X_{i-1}$. To show that $\mathcal{L}(X \mid X' = 1)$ is asymptotically Po(1), we would like to sample $G$ conditioned on $X' = 1$ (i.e. the event that $G$ contains a unique $Q'$-subgraph). However, it will be convenient to condition on the entire $V(Q')$-colored part of $G$ (i.e. the induced subgraph of $G$ on the vertices which map to $V(Q')$ under the vertex-coloring of $G$). We shall therefore fix an arbitrary $V(Q')$-colored graph $G'$ such that

- $G'$ equals the $Q'$-colored part of $G$ for some $G$ in the support of $G$, and
- $G'$ contains a unique $Q'$-subgraph, which we will denote by $H'$.

We denote by $G \mid G'$ the random graph $G$ conditioned on the event that the $V(Q')$-colored part of $G$ equals $G'$. Note that $G \mid G'$ is a product distribution on the unrestricted edges.

Let $Q (= Q(H'))$ be the set of potential $Q$-subgraphs which extend $H'$. For each $H \in Q$, let $I_H$ be the indicator variable for the event that $G \mid G'$ contains $H$. These random variables are positively related: just let $J_H$ be the characteristic function of the event that $G$ contains $E(H') \setminus E(H)$. Let $k := \sum_{H \in Q} I_H$. We will show that $k$ is asymptotically Po(1) using Lemma 122. Since the event $\{X' = 1\}$ is the disjoint union of events $\{G' \text{ is the } Q'\text{-colored part of } G\}$ over all $G'$, it follows that $\mathcal{L}(X \mid X' = 1)$ is asymptotically Po(1) by the convexity of $d_{TV}$. 
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We will now calculate the expectation of \( k \). First, we have

\[
|Q| = \prod_{v \in V(Q) \setminus V(Q')} |n^{\alpha(v)}| = (1 - o(1)) n^{\alpha(Q) - \alpha(Q')}. 
\]

For each \( H \in Q \), we have

\[
E[I_H] = n^{-\beta(Q) + \beta(Q')}. 
\]

(Note for the record that this is \( o(1) \) since \( \beta(Q') < \beta(Q) \) by the fact that \( Q_0, \ldots, Q_t \) is an \((\alpha, \beta)\)-grading.) Therefore,

\[
E[k] = (1 - o(1)) n^{\alpha(Q) - \alpha(Q')} n^{-\beta(Q) + \beta(Q')} = 1 - o(1), 
\]

using the fact that \( \alpha(Q) = \beta(Q) \) and \( \alpha(Q') = \beta(Q') \). In particular, \(|E[k] - E[k]^2| \leq o(1)\).

We next calculate \( \text{Var}[k] \). For \( H, K \in Q \), let \( U := \chi(V(H) \cap V(K)) \) be the set of \( P \)-colors of vertices in the intersection of \( V(H) \) and \( V(K) \). Note that

\[ V(Q') \subseteq U \subseteq V(Q). \]

Thus,

\[
E[I_HI_K] = n^{-2\beta(Q) + \beta(Q') + \beta(U)} 
\]

where \( \beta(U) := \sum_{e \in E(P) \cap \binom{U}{2}} \beta(e) \). For all \( V(Q') \subseteq U \subseteq V(Q) \), we have

\[
\#\{(H, K) \in Q \times Q : \chi(V(H) \cap V(K)) = U \} = (1 - o(1)) n^{2\alpha(Q) - \alpha(Q') - \alpha(U)}. 
\]
Therefore,

$$\text{Var}[k] = \sum_{H, K \in Q : H \neq K} E[I_H I_K] + (E[k] - E[k]^2)$$

$$= \sum_{U : V(Q') \subseteq U \subset V(Q)} (1 - o(1))n^{2\alpha(Q) - \alpha(Q') - \alpha(U) - 2\beta(Q) + \beta(Q') + \beta(U)} \pm o(1)$$

$$= \sum_{U : V(Q') \subseteq U \subset V(Q)} (1 - o(1))n^{\beta(U) - \alpha(U)} \pm o(1).$$

Note that $\beta(U) < \alpha(U)$ for all $V(Q') \subset U \subset V(Q)$ (otherwise, letting $R$ denote the induced subgraph of $Q$ on $U$, we would have $\alpha(R) = \beta(R)$, contradicting the fact that $Q_0, \ldots, Q_t$ is an $(\alpha, \beta)$-grading). It follows that

$$\text{Var}[k] = 1 \pm o(1).$$

Plugging the bounds $E[k] = 1 - o(1)$ and $\text{Var}[k] = 1 \pm o(1)$ and $E[I_H] = o(1)$ into Lemma 122, we have

$$d_{TV}(L(k), \text{Po}(\mu)) \leq \frac{\text{Var}[k]}{E[k]} - 1 + 2 \max_{H \in Q} E[I_H] = o(1).$$

Finally, since $d_{TV}(\text{Po}(1), \text{Po}(1 - o(1))) = o(1)$, we conclude that $k$ is asymptotically $\text{Po}(1)$, which completes the proof. \hfill \Box

4.2.6 Parameters $\kappa(P)$ and $\kappa_{\text{col}}(P)$

We now introduce the parameters $\kappa(P)$ and $\kappa_{\text{col}}(P)$ which figure in our lower bounds. The definitions, which might appear unmotivated at first glance, are derived from the lower bound technique of [73], which we explain in the next section.

Definition 123. (Union sequences and hitting sets) A union sequence for $P$ is a sequence $Q_1, \ldots, Q_t$ of subgraphs of $P$ such that $Q_t = P$ and for all $1 \leq k \leq t$, either $Q_k$ is a single vertex or a single edge or $Q_k = Q_i \cup Q_j$ for some $1 \leq i < j < k$. A hitting set for
union sequences (or hitting set for short) is a set $\mathcal{H}$ of subgraphs of $P$ such that $\mathcal{H}$ contains at least one element from every union sequence.

**Definition 124.** *(Parameters $\kappa(P)$, $\kappa_{\alpha,\beta}(P)$ and $\kappa_{\text{col}}(P)$)*

1. If $P$ is balanced, then $\kappa(P)$ is defined by

$$\kappa(P) := \min_{\text{union seq. } Q_1,\ldots,Q_t i\in [t]} \max_{i\in [t]} v(Q_i) - \theta(P)e(Q_i).$$

For $P$ which is not balanced, we define $\kappa(P) := \kappa(\text{Bal}(P))$.

2. For $(\alpha, \beta) \in \theta_{\text{col}}(P)$, let

$$\kappa_{\alpha,\beta}(P) := \min_{\text{union seq. } Q_1,\ldots,Q_t i\in [t]} \max_{i\in [t]} \alpha(Q_i) - \beta(Q_i).$$

3. Let $\kappa_{\text{col}}(P) := \max_{(\alpha, \beta) \in \theta_{\text{col}}(P)} \kappa_{\alpha,\beta}(P)$ (the maximum exists since $\kappa_{\alpha,\beta}(P)$, viewed as a function of $\alpha, \beta$ for a fixed $P$, is continuous).

**Remark 125.** Later on we will see that in this definition we could restrict ourselves to threshold pairs with $\alpha \equiv 1$ (Corollary 145). But since arbitrary threshold pairs appear quite naturally in our lower bound proofs in Section 4.4.2, we prefer to give this more general definition at once.

The next lemma is key to linking our upper and lower bounds on the average-case AC$^0$ complexity of SUBGRAPH$(P)$.

**Lemma 126.** *(Minimax principle for $\kappa(P)$ and $\kappa_{\alpha,\beta}(P)$)*

1. If $P$ is balanced, then

$$\kappa(P) = \max_{\mathcal{H}} \min_{Q \in \mathcal{H}} v(Q) - \theta(P)e(Q),$$

where $\mathcal{H}$ ranges over hitting sets for $P$. 

2. Similarly, \( \kappa_{\alpha,\beta}(P) = \max_{H} \min_{Q \in H} \alpha(Q) - \beta(Q) \) for all \((\alpha, \beta) \in \theta_{\text{col}}(P)\).

**Proof.** The argument is the same for (1) and (2). Let \( f(Q) := v(Q) - \theta(P)e(Q) \) (the proof works for any real-valued objective function). First, we will prove that \( \max_{H} \min_{Q \in H} f(Q) \leq \kappa(P) \). Since \( H \) is a hitting set, for any union sequence \( \{Q_i\} \), there exists some \( Q_i \in H \). It follows that \( \min_{Q \in H} f(Q) \leq \max_i f(Q_i) \), and thus \( \min_{Q \in H} f(Q) \leq \kappa(P) \) as \( \{Q_i\} \) is taken arbitrarily.

On the other hand, let us prove \( \kappa(P) \leq \max_{H} \min_{Q \in H} f(Q) \). Enumerate all union sequences \( \{Q_i^{(j)}\}, j = 1, 2, \ldots \) (each \( \{Q_i^{(j)}\} \) is a finite sequence). For each \( j \), take a subgraph \( S(j) \) in \( \{Q_i^{(j)}\} \) with maximal \( f(Q_i^{(j)}) \). Let \( S = \{S^{(1)}, S^{(2)}, \ldots\} \). It is easily seen that \( S \) is a hitting set, as every union sequence has some element in it. By definition,

\[
\max_{H} \min_{Q \in H} f(Q) \geq \min_{S^{(j)} \in S} f(S(j)) = \min_j \max_i f(Q_i^{(j)}) = \kappa(P),
\]

which completes the proof. \( \square \)

### 4.3 Average-Case AC\(^0\) Complexity

In this section, we prove Theorem 110 \((\kappa(P) \leq C_{\text{ave}}(P) \leq 2\kappa(P) + O(1))\), which gives a combinatorial characterization of the AC\(^0\)-complexity of \textsc{Subgraph}_{\text{ave}}(P) up to a quadratic factor. More generally, we prove a family of average-case lower and upper bounds for the average-case colorful \( P \)-subgraph isomorphism problem:

**Theorem 127.** For every pattern \( P \) and \((\alpha, \beta) \in \theta_{\text{col}}(P)\), the average-case AC\(^0\)-complexity of \textsc{Subgraph}_{\text{col}}(P) on the \( P \)-colored random graph \( G_{\alpha,\beta}(n) \) is between \( n^{\kappa_{\alpha,\beta}(P)} - o(1) \) and \( n^{2\kappa_{\alpha,\beta}(P) + O(1)} \).

Rather than proving Theorem 110 and Theorem 127 separately, to avoid redundancy we present a proof of the latter only. For balanced \( P \) the proof of Theorem 110 looks exactly like the proof of Theorem 127 in the special case where \( \alpha \equiv 1 \) and \( \beta \equiv \theta(P) \) (see Remark
The general case is reduced to the balanced one since for an arbitrary pattern \( P \) we have \( \kappa(P) = \kappa(\text{Bal}(P)) \) (by definition of \( \kappa(P) \)) and \( C_{\text{ave}}(P) = C_{\text{ave}}(\text{Bal}(P)) \) (by Lemma 116(2)).

Theorem 127 also plays a key role in our other main result, Theorem 109 (the worst-case lower bound \( C_{\text{col}}(P) \geq \Omega(tw(P)/\log tw(P)) \)). Since the worst-case \( \text{AC}^0 \)-complexity of \( \text{Subgraph}_{\text{col}}(P) \) is lower-bounded by the average-case \( \text{AC}^0 \)-complexity of \( \text{Subgraph}_{\text{col}}(P) \) on \( G_{\alpha,\beta}(n) \) for every \( (\alpha, \beta) \in \theta_{\text{col}}(P) \) (and \( G_{\alpha,\beta}(n) \) is supported on graphs with \( n^{1+o(1)} \) vertices), Theorem 127 directly implies:

**Corollary 128.** \( C_{\text{col}}(P) \geq \kappa_{\text{col}}(P) \).

In Section 4.4, we will show that \( \kappa_{\text{col}}(P) \geq \Omega(tw(P)/\log tw(P)) \); together with Corollary 128, this proves Theorem 109.

The remainder of this section contains the proof of Theorem 127. The \( n^{2\kappa_{\alpha,\beta}(P)+O(1)} \) upper bound is proved in Section 4.3.1, followed by the \( n^{\kappa_{\alpha,\beta}(P)-o(1)} \) lower bound in Section 4.3.2.

### 4.3.1 Upper Bound

Fix a pattern \( P \) and a threshold pair \( (\alpha, \beta) \in \theta_{\text{col}}(P) \). For a \( P \)-colored graph \( G \) and \( Q \subseteq P \), let \( \text{sub}(Q,G) \) denote the number of (colored) \( Q \)-subgraphs of \( G \). We write \( G \) for the \( P \)-colored random graph \( G_{\alpha,\beta}(n) \). Note that \( \mathbb{E}[\text{sub}(Q,G)] \leq n^{\alpha(Q)-\beta(Q)} \).

We begin with a sketch of the algorithm that determines, correctly with high probability, whether or not \( G \) contains a \( P \)-subgraph. We first establish that, in typical instances of \( G \), the number \( \text{sub}(Q,G) \) is highly concentrated around its mean (in particular, we have \( \text{sub}(Q,G) \leq n^{\alpha(Q)-\beta(Q)+1} \) for all \( Q \subseteq P \) with very high probability). For such typical instances of \( G \), the basic idea is "search" for a \( P \)-subgraph by exhaustively computing the lists \( L_i \) of all \( Q_i \)-subgraphs in \( G \) for all elements \( Q_i \) of an optimal (that is, with \( \max_i \alpha(Q_i)-\beta(Q_i) = \kappa_{\alpha,\beta}(P) \)) union sequence \( Q_1, \ldots, Q_t = P \). Each list \( L_i \) will have size at most
\( n^{\alpha(Q_i) - \beta(Q_i) + 1} \); for \( Q_k = Q_i \cup Q_j \) in the union sequence, the list \( L_k \) is obtained by merging lists \( L_i \) and \( L_j \) at a cost of roughly \(|L_i| \cdot |L_j|\), which is at most \( n^{2\kappa_{\alpha,\beta}(P)} + 2 \). Non-emptiness of the final list \( L_t \) is equivalent to \( G \) containing a \( P \)-subgraph. To implement this algorithm by \( AC^0 \) circuits, we first invert the role of randomness by designing a random \( AC^0 \) circuit which solves the problem in the worst-case over the set of “typical instances”; lists \( L_i \) are constructed by random hashing.

We now turn to the details of the construction. Let \( \mathcal{G}_{\alpha,\beta}(n) \) denote the support of \( G \), that is, the set of \( P \)-colored graphs with vertex set \( \{(v,i) : v \in V(P), 1 \leq i \leq \lfloor n^{\alpha(v)} \rfloor \} \) and the vertex-coloring \((v,i) \mapsto v\). Let also

\[
\mathcal{G}'_{\alpha,\beta}(n) := \{G \in \mathcal{G}_{\alpha,\beta}(n) : \text{sub}(Q,G) \leq n^{\alpha(Q) - \beta(Q) + 1} \text{ for all } Q \subseteq P\}.
\]

The next lemma says that \( G \) is extremely unlikely to contain significantly more than \( n^{\alpha(Q) - \beta(Q)} \) \( Q \)-subgraphs for any \( Q \subseteq P \). It is proved by a straightforward application of Markov’s inequality.

**Lemma 129.** \( \Pr[G \notin \mathcal{G}'_{\alpha,\beta}(n)] = o(1) \).

We wish to construct a deterministic \( AC^0 \)-circuit \( C \) which solves \( \text{SUBGRAPH}_{\text{col}}(P) \) correctly on \( G \) with probability \( 1 - o(1) \). We will invert the role of randomness and instead construct a random \( AC^0 \)-circuit \( C \) which solves \( \text{SUBGRAPH}_{\text{col}}(P) \) correctly with probability \( 1 - o(1) \) on every \( G \in \mathcal{G}'_{\alpha,\beta}(n) \). That is, we will show

**Lemma 130.** There exists a random \( AC^0 \) circuit \( C \) of size \( n^{2\kappa_{\alpha,\beta}(P) + O(1)} \) and depth\(^6\) \( O(e(P)) \) such that for every \( G \in \mathcal{G}'_{\alpha,\beta}(n) \),

\[
\Pr[C(G) = 1 \leftrightarrow \text{sub}(P,G) \geq 1] = 1 - o(1).
\]

---

\(^6\)In fact, the depth is linear in the height of the optimal union sequence, where the height is defined as the length of the longest path from the root to a leaf in the directed acyclic graph induced by a union sequence.
The upper bound of Theorem 127 follows as a corollary of Lemmas 129 and 130.

**Proposition 131.** There exists an AC\(^0\) circuit \(C\) of size \(n^{2\kappa_{\alpha,\beta}(P)+O(1)}\) such that

\[
\Pr[C(G) = 1 \iff \text{sub}(P, G) \geq 1] = 1 - o(1).
\]

**Proof.** Lemmas 129 and 130 imply that \(\Pr[C(G) = 1 \iff \text{sub}(P, G) \geq 1] = 1 - o(1)\). Now Proposition 131 follows by a straightforward application of Yao’s Principle [85]. \(\square\)

The random circuit \(C\).

It remains to define the randomized AC\(^0\)-algorithm solving \(\text{SUBGRAPH}_{col}(P)\) with high probability on every \(G \in \mathcal{G}'_{\alpha,\beta}(n)\). We first describe the algorithm informally. We then check that this algorithm can be implemented by circuits of size \(n^{2\kappa_{\alpha,\beta}(P)+O(1)}\) and depth \(O(e(P))\).

By definition of \(\kappa_{\alpha,\beta}(P)\), there exists a union sequence \(Q_1, \ldots, Q_t\) with \(Q_t = P\) such that \(\kappa_{\alpha,\beta}(P) = \max_{i \in [t]} (Q_i - \beta(Q_i))\). On a high level, the idea behind the algorithm was already sketched above: given a graph \(G \in \mathcal{G}'_{\alpha,\beta}(n)\) (the input), we will compute a sequence \(L_1, \ldots, L_t\) of lists, where \(L_k\) contains all of the \(Q_k\)-subgraphs of \(G\) (with high probability). Many entries in \(L_k\) will be blank (signified by \(\emptyset\)); by construction, every non-blank entry of \(L_k\) will contain the description of a \(Q_k\)-subgraph of \(G\) (as a string of length \(\alpha(Q_k) \log n\)). Blank and non-blank entries will in general be interleaved.

Some notation: we write \(\ell_k\) for the number of entries in the list \(L_k\). For \(a \in [\ell_k]\), we write \(L_k(a)\) for the contents of the \(a\)th entry in \(L_k\) (either \(\emptyset\) or a \(Q_k\)-subgraph of \(G\)). We say that \(L_k\) is good (with respect to \(G\) and the randomness of the algorithm) if \(L_k\) contains all \(Q_k\)-subgraphs of \(G\) exactly once.

Lists \(L_1, \ldots, L_t\) are computed, in order, as follows. For \(k \in [t]\), assume that \(L_1, \ldots, L_{k-1}\) have been computed and are good.

If \(Q_k\) is a single vertex \(v\), the construction is trivial: \(L_k\) simply lists all \((v, i), 1 \leq i \leq \lceil n^{\alpha(v)} \rceil\).
In the case that $Q_k$ is a single edge of $P$, let $L_k$ have $\ell_k := n^{\alpha(Q_k)}$ entries, indexed by the potential $Q_k$-subgraphs of $G$. For $a \in [\ell_k]$, the $a$th entry $L_k(a)$ will contain the $a$th potential $Q_k$-subgraph iff it is a $Q_k$ subgraph of $G$; otherwise $L_k(a)$ is blank. Clearly $L_k$ is good.

If $Q_k$ is not a single edge, then by the definition of union sequence, $Q_k = Q_i \cup Q_j$ for some $1 \leq i < j < k$. We compute $L_k$ in three steps as follows.

1. Let $M_k$ be the $\ell_i \times \ell_j$ array where, for $a \in [\ell_i]$ and $b \in [\ell_j]$,

   $$M_k(a, b) := \begin{cases} L_i(a) \cup L_j(b) & \text{if non-blank } L_i(a), L_j(b) \text{ are consistent on } V(Q_i) \cap V(Q_j), \\ \emptyset & \text{otherwise}. \end{cases}$$

   (Note that, since $L_i$ and $L_j$ are good, $M_k$ contains each $Q_k$-subgraph of $G$ exactly once. That is, $M_k$ satisfies the “good” condition that we want for $L_k$.)

2. We hash $M_k$ down to a smaller number of entries to obtain the list $L_k$. Let $\text{Supp}(M_k) \subseteq [\ell_i] \times [\ell_j]$ denote the set of nonempty entries of $M_k$. Let $m_k := \lceil n^{\alpha(Q_k)-\beta(Q_k)+1} \rceil$ and note that $m_k \geq \#\{Q_k\text{-subgraphs of } G\} = |\text{Supp}(M_k)|$. Let $h_k$ be a uniform random function

   $$h_k : [\ell_i] \times [\ell_j] \to [m_k].$$

   (Restricted to the $\leq m_k$ nonempty entries of $M_k$, this gives a uniform random packing of $\leq m_k$ balls into $m_k$ bins.)

3. Let $\ell_k := m_k \ln m_k$. Indexing entries of $L_k$ by pairs $(p, q) \in [m_k] \times [\ln m_k]$ (rather than elements of $[\ell_k]$), let

   $$L_k(p, q) := \begin{cases} \text{the } q\text{th element of } h_k^{-1}(p) \cap \text{Supp}(M_k) & \text{if } |h_k^{-1}(p) \cap \text{Supp}(M_k)| \geq q, \\ \emptyset & \text{otherwise}. \end{cases}$$
Note that $L_k$ is good if and only if

$$
\bigwedge_{p \in [m_k]} |h_k^{-1}(p) \cap \text{Supp}(M_k)| \leq \ln m_k.
$$

(4.3)

After computing the final list $L_t$, the algorithm outputs 1 iff $L_t$ has non-blank entries. Note that the output of the algorithm will be correct provided $L_t$ is good.

To analyze the success probability of the algorithm, note the following elementary fact about balls-into-bins, established by a simple union bound.\footnote{A tighter analysis than we require shows that the maximum load is $\leq 3 \ln m / \ln \ln m$ with probability $\geq 1 - 1/m$.}

$$
\left\{ \begin{array}{l}
\text{For any } \tilde{m} \leq m, \text{ the maximum load of a random function of } \tilde{m} \text{ balls to } m \text{ bins is} \\
\leq \ln m \text{ with probability } \geq 1 - 1/m.
\end{array} \right.
$$

From this fact, we have

$$
\Pr_{h_k}[L_k \text{ is not good } | L_1, \ldots, L_{k-1} \text{ are good}] \leq \Pr_{h_k}\left[ \bigvee_{p \in [m_k]} |h_k^{-1}(p) \cap \text{Supp}(M_k)| > \ln m_k \right] \leq \frac{1}{m_k} \leq \frac{1}{n}.
$$

It follows that

$$
\Pr_{h_1, \ldots, h_t}[\text{erroneous output}] = \sum_{k \in [t]} \Pr_{h_1, \ldots, h_k}[L_k \text{ is not good, } L_1, \ldots, L_{k-1} \text{ are good}] \\
\leq \sum_{k \in [t]} \Pr_{h_1, \ldots, h_k}[L_k \text{ is not good } | L_1, \ldots, L_{k-1} \text{ are good}] \\
\leq tn^{-1} \leq o(1).
$$

Therefore, the algorithm correctly solves $\text{SUBGRAPH}_{\text{col}}(P)$ with high probability for every $G \in \mathcal{G}_{\alpha,\beta}'(P)$. 
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It remains to show that this algorithm can be implemented by a random circuit $C$ of size $n^{2\kappa_{\alpha,\beta}(P)+O(1)}$ and depth $O(e(P))$. We will make an additional assumption about the random functions $h_1,\ldots,h_t$:

\[ |h_k^{-1}(p)| \leq \frac{2\ell_i\ell_j}{m_k} \text{ for all } k \in [t] \text{ and } p \in [m_k]. \quad (4.4) \]

That is, $|h_k^{-1}(p)|$ is at most twice its expectation for all $k$ and $p$. By Chernoff and union bounds, (4.4) holds with probability $1 - \exp(-n^{\Omega(1)})$. So even with this assumption, the error probability of the circuits we describe remains $o(1)$.

Let us now fix any particular hash functions $h_1,\ldots,h_t$ such that (4.4) holds. We will design constant-depth circuits of size $n^{2\kappa_{\alpha,\beta}(P)+O(1)}$ computing the lists that correspond to our particular choice of $h_1,\ldots,h_t$ whenever all these lists are good, that is satisfy (4.3). (If (4.3) fails for at least one $k$, this is the error case and we do not care what the algorithm does.)

We describe the sub-circuit which computes the list $L_k$ given lists $L_1,\ldots,L_{k-1}$. If $Q_k$ is a single vertex, this is trivial, and in the case when $Q_k$ is a single edge, the list $L_k$ is clearly computable by a depth-2 circuit of size $O(n^{\alpha(Q_k)})$ (the $O()$ coming from the fact that it takes $\alpha(Q_k) \log n$ gates to encode each entry of $L_k$). In the case that $Q_k = Q_i \cup Q_j$, first note that we can compute the array $M_k$ by a circuit of size $O(n\ell_i\ell_j)$ and depth $O(1)$ (sitting on top of the sub-circuits which compute lists $L_i$ and $L_j$); this is because checking that $L_i(a)$ and $L_j(b)$ agree on all vertices of $V(Q_i) \cap V(Q_j)$ requires only $O(n)$ size and depth 2. Having computed $M_k$, computing the entries $L_k(p,q)$ requires finding the $q$th element in the 0-1 string that represents the characteristic function of $h_k^{-1}(p) \cap \text{Supp}(M_k)$ within the known set $h_k^{-1}(p)$. This string has length $|h_k^{-1}(p)| \leq O\left(\frac{\ell_i\ell_j}{m_k}\right)$ and, by (4.3), has at most $\ln m_k = O(\log n)$ 1 entries. Hence, by [43, Theorem 6] applied with $n := |h_k^{-1}(p)|$, $k := \ln m_k$, $\gamma := 2$ and $m := 3$, this can be done by a constant-depth circuit of size $n^{\alpha(1)}\frac{\ell_i\ell_j}{m_k}$. As there are altogether

---

8. It is important for our argument that the random functions $h_1,\ldots,h_t$ are generated in advance and that we do not attempt to make our construction uniform in $h_1,\ldots,h_t$.  
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ℓ_k \leq \tilde{O}(m_k) pairs \((p, q)\), we get a constant-depth circuit which computes \(L_k\) (given \(L_i\) and \(L_j\)) with total size 

\[ n^{o(1)} \ell_i \ell_j \leq n^{o(Q_i) - \beta(Q_i) + \alpha(Q_j) - \beta(Q_j) + O(1)} \leq n^{2\kappa_{\alpha, \beta}(P) + O(1)}. \]

After computing all lists \(L_1, \ldots, L_t\), we have a circuit of size 

\[ n^{2\kappa_{\alpha, \beta}(P) + O(1)}. \]

Finally, note that the depth of this circuit will be \(O(d)\) where \(d\) is the height of the poset where 

\(i, j < k\) iff \(Q_k = Q_i \cup Q_j\) for \(i, j < k\). Clearly, \(d \leq e(P)\) as long as all graphs in the sequence are pairwise distinct.

### 4.3.2 Lower Bound

This subsection gives the proof of the lower bound in Theorem 127 (the average-case \(AC^0\)-complexity of \(\text{SUBGRAPH}_\text{col}(P)\) on \(G_{\alpha, \beta}(n)\) is at least \(n^{\kappa_{\alpha, \beta}(P) - o(1)}\)). The argument closely follows the technique of [73, 74].

It will be convenient to work with an alternative characterization of \(AC^0\) as boolean circuits with fan-in 2. We distinguish between “type-I” and “type-II” \(AC^0\) circuits as follows.

1. polynomial-size constant-depth \(\{\text{AND}_{\infty}, \text{OR}_{\infty}, \text{NOT}\}\)-circuits with unbounded fan-in
   (this is the standard definition of \(AC^0\)),

2. polynomial-size \(\{\text{AND}_2, \text{OR}_2, \text{NOT}\}\)-circuits with fan-in 2 and arbitrary depth, but
   \(O(1)\) alternations between AND and OR gates (where w.l.o.g. NOT gates are on the bottom level).

The conversion from type-I to type-II replaces each \(\text{AND}_{\infty}\) (resp. \(\text{OR}_{\infty}\)) gate with a binary tree of \(\text{AND}_2\) (resp. \(\text{OR}_2\)) gates. This conversion can result in a quadratic blow-up in size (= number of gates), as a type-I circuit with \(g\) gates and \(w \leq O(g^2)\) wires becomes a type-II circuit with \(O(w)\) gates. Therefore, a lower bound of \(S\) on the size of type-II circuits implies a lower bound of \(\Omega(\sqrt{S})\) on the size of type-I circuits.

We will first prove an \(n^{\kappa_{\alpha, \beta}(P) - o(1)}\) lower bound on the size of type-II circuits solving \(\text{SUBGRAPH}_\text{col}(P)\) in the average-case on \(G_{\alpha, \beta}(n)\). This implies a weaker \(n^{\kappa_{\alpha, \beta}(P)/2 - o(1)}\)
lower bound for type-I circuits. The stronger $n^{\kappa_{\alpha,\beta}(P) - o(1)}$ lower bound for type-I circuits is shown by an additional argument in Section 4.3.4.

Let $G := G_{\alpha,\beta}(n)$ denote the support of the random $P$-colored graph $G_{\alpha,\beta}(n)$, that is, the set of $P$-colored graphs with vertex set $\{(v, i) : v \in V(P), 1 \leq i \leq \lfloor n^{\alpha(v)} \rfloor \}$ and the vertex-coloring $(v, i) \mapsto v$. (The following definitions are also used in the uncolored setting, where $G$ is the set of graphs with vertex $\{1, \ldots, n\}$.) We identify $G$ with the hypercube $\{0, 1\}^E$ where $E$ is the set of potential edges $\{(v, i), (w, j)\}$ with $\{v, w\} \in V(P)$.

**Definition 132.** Let $f$ be any function with domain $G$ (and arbitrary range), and let $H$ be any graph in $G$. The $f$-sensitive subgraph of $H$, denoted $\text{Sens}(f, H)$, is defined as the unique minimal subgraph $S \subseteq H$ such that $f(H') = f(H' \cap S)$ for every $H' \subseteq H$. We say that $f$ is sensitive over $H$ if $\text{Sens}(f, H) = H$.

For all $f$ and $H$, observe that

$$f \text{ is sensitive over } \text{Sens}(f, H) \quad \text{ (i.e. } \text{Sens}(f, \text{Sens}(f, H)) = \text{Sens}(f, H)),$$

(4.5)

if $f : G \to \{0, 1\}$ is the AND or OR of $f_1, f_2$, then $\text{Sens}(f, H) \subseteq \text{Sens}(f_1, H) \cup \text{Sens}(f_2, H)$.

(4.6)

We say that a single-output boolean circuit whose variables encode potential edges in a graph is sensitive over $H$ if its output function is so.

**Lemma 133.** Let $C$ be a boolean circuit with fan-in 2, computing a function $G \to \{0, 1\}$, such that $C$ is sensitive over some nonempty graph $H$. Then there exists a union sequence $H_1, \ldots, H_t = H$ and a sequence $C_1, \ldots, C_t$ of sub-circuits of $C$ such that $C_i$ is sensitive over $H_i$ for all $i \in \{1, \ldots, t\}$.

**Proof.** We argue by induction on boolean circuits with fan-in 2. In the base case, $C$ is a variable (corresponding to a possible edge). The assumption that $C$ is sensitive over $H$ implies that $H$ is a single edge. Therefore, $H$ itself is a union sequence of length 1 which satisfies the condition of the lemma.
For the induction step, note that if $C = \text{NOT}(C')$, then $C'$ is sensitive over $H$; therefore, the lemma holds by the induction hypothesis for $C'$. Finally, suppose $C$ is the AND or OR of sub-circuits $C_1$ and $C_2$. If $C_1$ or $C_2$ is sensitive over $H$, then appealing to the induction hypothesis, we are done. So we will assume that neither $C_1$ nor $C_2$ are sensitive over $H$.

Let $H_i := \text{Sens}(C_i, H)$ for $i = 1, 2$. Then $C_i$ is sensitive over $H_i$ by observation (4.5). By observation (4.6),

$$H = \text{Sens}(C, H) \subseteq \text{Sens}(C_1, H) \cup \text{Sens}(C_2, H) = H_1 \cup H_2.$$ 

Hence $H = H_1 \cup H_2$. By the induction hypothesis, there exist union sequence $S_1, \ldots, S_s = H_1$ and $T_1, \ldots, T_t = H_2$ which satisfy the condition in the lemma with respect to $C_1, H_1$ and $C_2, H_2$ respectively. Then $S_1, \ldots, S_s, T_1, \ldots, T_t, H$ is a union sequence which satisfies the condition in the lemma with respect to $C$ and $H$.

**Definition 134.** If $f$ is a function with domain $G$ (and arbitrary range) and $G$ is a graph in $G$, then let $f \cup G$ denote the function $f \cup G(H) := f(G \cup H)$.

Note that if a boolean circuit $C$ computes a function $f$ on $G$, then the circuit $C \cup G$ that substitutes 1 for variables corresponding to edges in $G$ computes $f \cup G$.

We now fix a pattern $P$ and a threshold pair $(\alpha, \beta) \in \theta_{\text{col}}(P)$. Without loss of generality, we assume that $\beta(e) > 0$ for all $e \in E(P)$ (otherwise we replace $P$ with the subgraph with edge set $\{e \in E(P) : \beta(e) > 0\}$). We continue to write $G$ for the $P$-colored random graph $G_{\alpha, \beta}(n)$. Independently, let $P \in G$ be a uniform random “planted” $P$-subgraph (viewed as element of $G$). That is, after ignoring isolated vertices, $P$ is the $P$-subgraph with vertex set $\{(v, i_v) : v \in V(P)\}$ where $i_v$ is uniform random in $\{1, \ldots, \lceil n^{\alpha(v)} \rceil\}$. For a subgraph $Q \subseteq P$, let $Q \in G$ denote the corresponding subgraph of $P$. (While $P$ and $G$ are independent, $Q$ is completely determined by $P$ and hence is also independent of $G$.)

We next state two technical lemmas.
Lemma 135. Suppose \( f : \mathcal{G} \to \{0,1\} \) solves \( \text{SUBGRAPH}_{\text{col}}(P) \) in the average-case on \( \mathcal{G} \), that is,

\[
\Pr_{\mathcal{G}}[f(\mathcal{G}) = 1 \iff \mathcal{G} \text{ has a } P\text{-subgraph}] = 1 - o(1). \tag{4.7}
\]

Then

\[
\liminf_{n \to \infty} \Pr_{\mathcal{G},P}[f^{\cup \mathcal{G}} \text{ is sensitive over } \mathcal{P}] > 0. \tag{4.8}
\]

The full proof of Lemma 135 is included in the next subsection, i.e., Section 4.3.3. We give a brief outline here. First, we show that the event “\( E(P) \cap E(\mathcal{G}) = \emptyset \) and \( \mathcal{P} \) is the unique \( P\)-subgraph in \( \mathcal{G} \cup \mathcal{P} \)” holds with probability bounded away from 0. (In particular, we have \( \Pr[E(P) \cap E(\mathcal{G}) = \emptyset] = 1 - o(1) \) and \( \Pr[\mathcal{P} \text{ is the unique } P\text{-subgraph in } \mathcal{G} \cup \mathcal{P}] = \Omega(1), \) as shown in Lemma 138(3).) Note that, if \( f \) computes \( \text{SUBGRAPH}_{\text{col}}(P) \) exactly, then this event implies that \( f^{\cup \mathcal{G}} \) is the AND function over the edges of \( \mathcal{P} \) (i.e. for all \( Q \subseteq P, f(\mathcal{G} \cup Q) = 1 \iff Q = P \)) and is therefore sensitive over \( \mathcal{P} \). However, if \( f \) merely agrees with \( \text{SUBGRAPH}_{\text{col}}(P) \) on \( \mathcal{G} \) a.a.s. (as in the hypothesis of Lemma 135), then we require an additional argument bounding the total variation distance between \( \mathcal{G} \) and \( \mathcal{G} \cup Q \) for subgraphs \( Q \subseteq P \) (see Appendix 4.3.3 for details).

The second technical lemma relies on Håstad’s Switching Lemma [41] and its proof closely follows Proposition 3.11 of [74]. (The reader who wishes to skip the technical details is encouraged to jump ahead to Theorem 137.)

Lemma 136. Suppose \( f : \mathcal{G} \to \{0,1\} \) is \( \text{AC}^0 \)-computable. Then for every \( Q \subseteq P \),

\[
\Pr_{\mathcal{G},Q}[f^{\cup \mathcal{G}} \text{ is sensitive over } Q] \leq n^{-\alpha(Q) + \beta(Q) + o(1)}. \]

9. If we are content with worst-case lower bounds for \( \text{SUBGRAPH}_{\text{col}}(P) \) (as opposed to average-case lower bounds with respect to \( \mathcal{G} \)), then it suffices to prove Lemma 135 in the special case where \( f \) computes \( \text{SUBGRAPH}_{\text{col}}(P) \) exactly. For this, we merely require the bound \( \Pr[E(P) \cap E(\mathcal{G}) = \emptyset] = 1 - o(1) \) and \( \mathcal{P} \) is the unique \( P\)-subgraph in \( \mathcal{G} \cup \mathcal{P} \) = \( \Omega(1) \) (Lemma 138(3)), thus avoiding most of the work in Appendix 4.3.3 that deals with total variation distance. An even easier way to establish the worst-case lower bound is to prove (4.8) for \( \mathcal{G} \) in \( G_{\alpha,\beta}(G) \), where \( (\alpha, \beta') \) is a sub-threshold pair, that is, \( \beta'(\epsilon) \leq \beta(\epsilon) + \epsilon \) for an arbitrarily small \( \epsilon > 0 \), which follows from a union bound.
Proof. Let $\mathcal{E}$ be the set of potential edges of graphs in $\mathcal{G}$. We identify $\mathcal{G}$ with the hypercube $\{0,1\}^{\mathcal{E}}$ and we view $f$ as a boolean function $\{0,1\}^{\mathcal{E}} \to \{0,1\}$. For $e \in \mathcal{E}$, let $\hat{e} \in E(P)$ be the corresponding edge of $P$ (under the $V(P)$-coloring $(v,i) \mapsto v$ of graphs in $\mathcal{G}$).

Let $\delta > 0$ be an arbitrarily small constant, which is independent of $n$ but may depend on $P, \alpha, \beta$. We generate a random restriction $\rho : \mathcal{E} \to \{0,1,\star\}$ where, independently for all $e \in \mathcal{E}$,

$$\Pr[\rho(e) = \star] = n^{-\beta(e) - \delta}, \quad \Pr[\rho(e) = 1 \mid \rho(e) \neq \star] = n^{-\beta(e)}.$$  \hspace{1cm} (4.9)

Let $H_{\rho}$ denote the $P$-colored graph with edge set $E(H_{\rho}) = \rho^{-1}(\star)$. Note that $H_{\rho}$ has distribution $G_{\alpha,\beta+\delta}(n)$. In particular, $E_{\rho}[\sub(Q, H_{\rho})] = n^{\alpha(Q) - \beta(Q) - \delta |E(Q)|}$. We assume $\delta$ is sufficiently small so that $\alpha(Q) - \beta(Q) - \delta |E(Q)| > 0$ (here we assume $\alpha(Q) - \beta(Q) > 0$ since otherwise the lemma is trivial). Using the lower-tail version of Janson’s Inequality [47], it can be shown that

$$\Pr[\sub(Q, H_{\rho}) < \frac{1}{2} n^{\alpha(Q) - \beta(Q) - \delta |E(Q)|}] = n^{-\omega(1)}.$$  \hspace{1cm} (4.10)

That is, with very high probability, $H_{\rho}$ contains at least half the expected number of $Q$-subgraphs. (Since $P$ and $\delta > 0$ are fixed, $n^{-\omega(1)}$ is $O(n^{-c})$ for every constant $c = c(P, \delta)$ which may depend on $P$ and $\delta$.)

Let $L_{\rho}$ denote the subgraph of $H_{\rho}$ with edge set

$$E(L_{\rho}) = \{e \in \rho^{-1}(\star) : \text{restricted function } f_{\rho} : \{0,1\}^{\rho^{-1}(\star)} \to \{0,1\} \text{ depends on coordinate } e\}.$$ 

Note that in the language of graphs predominantly used in this proof, we have $E(L_{\rho}) = \Sens(f_{\rho}, \rho^{-1}(\{1,\star\}))$.

We now use the fact that $f$ is computed by an AC$^0$-circuit (in particular, a type-I AC$^0$-circuit). A bottom-up depth-reduction argument using Håstad’s Switching Lemma [41].

10. A function $g : \{0,1\}^I \to \{0,1\}$ depends on a coordinate $i \in I$ if there exists $x \in \{0,1\}^I$ such that $g(x) \neq g(x^{(i)})$ where $x^{(i)}$ is $x$ with its $i$th coordinate flipped.
shows that
\[
\Pr[|L_\rho| > n^\delta] \leq S \cdot (5n^{-\delta/d} \delta \log n)^{\delta \log n} = n^{-\omega(1)}
\]  
(4.11)

where \( S \) and \( d \) are the size and depth of the circuit defining \( f \). (This bound is \( n^{-\omega(1)} \) since \( S = n^{O(1)} \) and \( d = O(1) \) and \( \delta = \Omega(1) \).) Interested readers can refer to [73] or [74] for a proof of (4.11).

Let \( A = A(\rho) \) denote the event that \( \text{sub}(Q, H_\rho) \geq \frac{1}{2}n^{\alpha(Q)} - \beta(Q) - \delta|E(Q)| \) and \( |L_\rho| \leq n^\delta \).

Note that \( \Pr[\neg A] = n^{-\omega(1)} \) (by (4.10) and (4.11)) and
\[ A \implies \frac{\text{sub}(Q, L_\rho)}{\text{sub}(Q, H_\rho)} \leq 2n^{-\alpha(Q) + \beta(Q) + \delta|E(Q)| + \delta|V(Q)|}. \]

We now generate a pair \((G', Q')\) of random variables by the following two-step process.

- Independently, for all \( e \in \mathcal{E} \), let
  \[
  \Pr[e \in E(G') \mid \rho] = \begin{cases} 
  \rho(e) & \text{if } \rho(e) \in \{0, 1\}, \\
  n^{-\beta(e)} & \text{if } \rho(e) = \star.
  \end{cases}
  \]  
(4.12)

- If \( A(\rho) \) holds (in particular, \( \text{sub}(Q, H_\rho) \neq \emptyset \)), we let \( Q' \) be a uniform random \( Q \)-subgraph of \( H_\rho \). Otherwise, we let \( Q' := \bot \) (\( \bot \) stands for "undefined").

We claim that \((G', Q')\) under the condition \( Q' \neq \bot \) is distributed identically with \((G, Q)\).

Indeed, by inspecting the definitions (4.9) and (4.12), we see that \( \Pr[G' \mid e \in G'] = n^{-\beta(e)} \).
This implies that, firstly, \( G' \sim G_{\alpha, \beta}(n) \) and, secondly, \( G' \) and \( H_\rho \) are independent. As \( Q' \) is a function of \( H_\rho \), it is independent of \( G' \) as well. Finally, \( Q' \) conditioned by the event \( Q' \neq \bot \) is distributed identically with \( Q \) simply by symmetry.

This observation, along with the crucial fact \( \Pr[\neg A] = n^{-\omega(1)} \) mentioned above, implies that we can rephrase the inequality we are proving as
\[
\Pr[\rho, G', Q' \mid f_{\cup G'} \text{ is sensitive over } Q' \mid A(\rho)] \leq n^{-\alpha(Q) + \beta(Q) + o(1)}.
\]
We now fix an arbitrary $\rho$ such that $\mathcal{A}$ holds.

Since $Q' \subseteq H_\rho = \{ e : \rho(e) = * \}$, it follows from definitions that if $f^U G'$ is sensitive over $Q'$, then $Q' \subseteq L_\rho$. We now have

$$\Pr_{G',Q'}[f^U G' \text{ is sensitive over } Q'] \leq 2n^{-\alpha(Q)+\beta(Q)+\delta|E(Q)|+\delta|V(Q)|}.$$ 

The lemma follows, since we can choose $\delta > 0$ arbitrarily small relative to $\frac{|E(Q)|}{\beta(Q)}$ and $\frac{|V(Q)|}{\alpha(Q)}$. 

Finally, the main result of this subsection (the lower bound of Theorem 127):

**Theorem 137.** Suppose $\mathcal{C}$ is a type-II $\text{AC}^0_c$ circuit that solves $\text{SUBGRAPH}_{\text{col}}(P)$ in the average-case on $G_{\alpha,\beta}(P)$. Then $\mathcal{C}$ has size at least $n^{\kappa_{\alpha,\beta}(P)-o(1)}$.

**Proof.** For contradiction, assume $\mathcal{C}$ has size $\leq n^{\kappa_{\alpha,\beta}(P)-\varepsilon}$ and $d$ alternations for constants $\varepsilon, d > 0$ (independent of $n$). By Lemma 126, there exists a hitting set $\mathcal{H}$ for $P$ such that $\kappa_{\alpha,\beta}(P) = \min_{Q \in \mathcal{H}} \alpha(Q) - \beta(Q)$. Note that every sub-circuit $\mathcal{C}'$ of $\mathcal{C}$ is computable by a type-I $\text{AC}^0_c$ circuit of depth $d$ (by combining all adjacent AND and OR gates in $\mathcal{C}'$). Therefore, by Lemma 136,

$$\Pr_{G,P}[\bigvee_{Q \in \mathcal{H}} C'^U G \text{ is sensitive over } Q] \leq \sum_{Q \in \mathcal{H}} \Pr_{G,Q}[C'^U G \text{ is sensitive over } Q] \leq \sum_{Q \in \mathcal{H}} n^{-\alpha(Q)+\beta(Q)+o(1)} \leq |\mathcal{H}| \cdot \max_{Q \in \mathcal{H}} n^{-\alpha(Q)+\beta(Q)+o(1)} = n^{-\kappa_{\alpha,\beta}(P)+o(1)} \quad \text{(since } |\mathcal{H}| \leq 2|E(P)| = n^{o(1)}).$$
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Taking a union bound over the \( \leq n^{\kappa_{\alpha,\beta}(P)-\varepsilon} \) sub-circuits of \( C \), we have

\[
\Pr_{G,P} \left[ \bigvee_{\text{sub-circuits } C' \in H} C' \cup G \text{ is sensitive over } Q \right] \leq n^{-\varepsilon + o(1)} = o(1). \quad (4.13)
\]

We now derive a contradiction to (4.13). By Lemma 133 (with respect to the circuit \( C \cup G \)), if \( C \cup G \) is sensitive over \( P \), then there exist \( Q \in H \) and a sub-circuit \( C' \) of \( C \) such that \( C' \cup G \) is sensitive over \( Q \). It follows that

\[
\Pr_{G,P} \left[ \bigvee_{\text{sub-circuits } C' \in H} C' \cup G \text{ is sensitive over } Q \right] \geq \Pr_{G,P} \left[ C' \cup G \text{ is sensitive over } P \right] = \Omega(1) \quad \text{(by Lemma 135).} \quad (4.14)
\]

Inequalities (4.13) and (4.14) give a contradiction, which completes the proof. \( \square \)

### 4.3.3 Proof of Lemma 135

In this section we continue to assume that \( \beta(e) > 0 \) for all \( e \in P \) (see the paragraph before the statement of Lemma 135). This assumption in particular implies that \( E(G) \cap E(P) = \emptyset \) almost surely. Thus we only have to prove that with constant probability \( G \cup P \) does not contain any \( P \)-subgraphs other than \( P \) itself (a formal argument is included at the end of this section).

**Lemma 138.**

1. For every \( P \)-colored graph \( G \) in the support of \( G \) and every subgraph \( Q \subseteq P \),

\[
\frac{\Pr[G \cup Q = G]}{\Pr[G = G]} = (1 + o(1)) \frac{\text{sub}(Q,G)}{n^{\alpha(Q)-\beta(Q)}}.
\]

2. If \( \mathcal{A} \) is a property of \( P \)-colored graphs which holds a.a.s. for \( G \), then \( \mathcal{A} \) holds a.a.s. for \( G \cup Q \) for every \( Q \subseteq P \).
3. \( \lim \inf_{n \to \infty} \Pr[\text{sub}(P, G \cup P) = 1] > 0 \). That is, \( G \cup P \) has a unique \( P \)-subgraph (namely \( P \)) with probability bounded away from 0.

Proof. (1): Noting that the number of possible \( Q \)-subgraphs in \( G \) is \( \prod_{v \in V(Q)} \lfloor n^{\alpha(v)} \rfloor = (1 - o(1))n^{\alpha(Q)} \), we have

\[
\Pr[G \cup Q = G] = (1 + o(1))n^{-\alpha(Q)} \sum_{K \in \text{Sub}(Q, G)} \sum_{H : G \setminus K \subseteq H \subseteq G} \Pr[G = H].
\]

For every \( K \in \text{Sub}(Q, G) \) and \( H \) such that \( G \setminus K \subseteq H \subseteq G \), we have

\[
\Pr[G = H] = \Pr[G = G] \cdot \prod_{e \in E(K \setminus H)} \frac{1 - n^{-\beta(\hat{e})}}{n^{-\beta(\hat{e})}} \cdot \begin{cases} n^{\beta(Q)} & \text{if } H = G \setminus K, \\ n^{\beta(Q) - \Omega(1)} & \text{otherwise (since } \beta \text{ positive).} \end{cases}
\]

(Above, \( \hat{e} \) is the edge in \( P \) corresponding to \( e \) under the vertex-coloring of \( G \).) Since \( n^{-\Omega(1)} \) dominates \( 2^{|E(Q)|} - 1 \) (i.e. the number of summands where \( H \neq G \setminus K \)), statement (1) follows.

(2): Suppose \( \mathcal{A} \) holds a.a.s. with respect to \( G \) (i.e. \( \limsup_{n \to \infty} \Pr[G \notin \mathcal{A}] = 0 \)) and let \( Q \subseteq P \). Let \( c > 0 \) be an arbitrary (large) constant. We split up the event \( \{G \cup Q \notin \mathcal{A}\} \) as follows:

\[
\Pr[G \cup Q \notin \mathcal{A}] \leq \Pr[\text{sub}(Q, G \cup Q) \geq cn^{\alpha(Q) - \beta(Q)}] + \Pr[G \cup Q \notin \mathcal{A} \text{ and sub}(Q, G \cup Q) \leq cn^{\alpha(Q) - \beta(Q)}].
\]

We bound each of the righthand terms separately.
First, note that

\[
\mathbb{E}[\text{sub}(Q, G \cup Q)] = \sum_{R \subseteq Q} \mathbb{E}[\{H \in \text{Sub}(Q, G \cup Q) : \chi(H \cap Q) = R\}]
\]

\[
\leq \sum_{R \subseteq Q} n^{\alpha(Q) - \alpha(R)} \cdot n^{-\beta(Q \setminus R)}
\]

\[
\leq 2|E(Q)| \cdot n^{\alpha(Q) - \beta(Q)}
\]

(the latter inequality holds since \(\alpha(R) \geq \beta(R)\) for all \(R\)). So by Markov’s inequality,

\[
\Pr[\text{sub}(Q, G \cup Q) \geq cn^{\alpha(Q) - \beta(Q)}] \leq \frac{2|E(Q)|}{c}.
\]

Second, we have

\[
\Pr[\mathcal{G} \cup Q \notin \mathcal{A} \text{ and } \text{sub}(Q, G \cup Q) \leq cn^{\alpha(Q) - \beta(Q)}] = \sum_{G : G \notin \mathcal{A} \text{ and } \text{sub}(Q, G) \leq cn^{\alpha(Q) - \beta(Q)}} \Pr[\mathcal{G} \cup Q = G]
\]

\[
= \sum_{G : G \notin \mathcal{A} \text{ and } \text{sub}(Q, G) \leq cn^{\alpha(Q) - \beta(Q)}} (1 + o(1)) \Pr[\mathcal{G} = G] \cdot n^{\alpha(Q) - \beta(Q)} \cdot (1 + o(1)) c \Pr[\mathcal{G} = G] \leq (1 + o(1)) c \Pr[\mathcal{G} \notin \mathcal{A}].
\]

Since \(\liminf_{n \to \infty} \Pr[\mathcal{G} \notin \mathcal{A}] = 0\), it follows that

\[
\liminf_{n \to \infty} \Pr[\mathcal{G} \cup Q \notin \mathcal{A}] \leq \frac{2|E(Q)|}{c}.
\]

Since \(c\) may be chosen arbitrarily large, we conclude that \(\mathcal{A}\) holds a.a.s. with respect to \(G \cup Q\).
(3): Note that for $Q = P$ and $\text{sub}(P, G) = 1$ Lemma 138(1) simplifies to $\Pr[G \cup P = G] = (1 + o(1))\Pr[G = G]$. Thus, we have

$$\lim_{n \to \infty} \Pr[\text{sub}(P, G \cup P) = 1] = \lim_{n \to \infty} \Pr[\text{sub}(P, G) = 1] > 0 \text{ (by Lemma 120).}$$

**Proof of Lemma 135.** Let $h : G_{\alpha, \beta}(n) \to \{0, 1\}$ denote the $\text{SUBGRAPH}_{\text{col}}(P)$ function, that is, $h(G) = 1 \iff G$ contains a $P$-subgraph. Assume $f : G_{\alpha, \beta}(n) \to \{0, 1\}$ solves $\text{SUBGRAPH}_{\text{col}}(P)$ in the average-case on $G$, that is,

$$\Pr[f(G) = h(G)] = 1 - o(1).$$

By Lemma 138(2),

$$\Pr[f(G \cup Q) = h(G \cup Q) \text{ for all } Q \subseteq P] = 1 - o(1).$$

Since the event “$f^G$ is sensitive over $P$” depends only on the values of $f(G \cup Q)$ for $Q \subseteq P$, we have

$$\Pr[f^G \text{ is sensitive over } P \iff h^G \text{ is sensitive over } P] = 1 - o(1). \quad (4.15)$$

As we already indicated above,

$$h^G \text{ is sensitive over } P \iff E(G) \cap E(P) = \emptyset \text{ and } \text{sub}(P, G \cup P) = 1 \quad (4.16)$$

(with probability 1). To see why, first assume $E(G) \cap E(P) = \emptyset$ and $\text{sub}(P, G \cup P) = 1$. It follows that $h^G(P - \{e\}) = 0$ for all $e \in E(P)$. Since $h^G(P) = 1$, this shows that $h^G$ is sensitive over $P$. For the opposite direction, consider the case that there exists $e \in E(G) \cap E(P)$. Note that $e$ does not appear in $\text{Sens}(h^G, P)$. Therefore, $h^G$ is not sensitive
over $P$. Finally, consider the case that $\text{sub}(P, G \cup P) > 1$. Then $G \cup P$ contains a $P$-subgraph other than $P$; this $P$-subgraph necessarily does not include some edge $e \in E(P)$. Note that $\text{sub}(P, G \cup (P - \{e\})) \geq 1$, which means that $e$ does appear in $\text{Sens}(h \cup G, P)$. So again $h \cup G$ is not sensitive over $P$.

From (4.15) and (4.16), we have

$$\Pr[f \cup G \text{ is sensitive over } P] \geq \Pr[E(G) \cap E(P) = \emptyset \text{ and } \text{sub}(P, G \cup P) = 1] - o(1) \geq \Pr[\text{sub}(P, G \cup P) = 1] - \Pr[E(G) \cap E(P) \neq \emptyset] - o(1).$$

Since $\beta$ is positive,

$$\Pr[E(G) \cap E(P) \neq \emptyset] \leq \sum_{e \in E(P)} n^{-\beta(e)} = o(1).$$

Completing the proof, we have

$$\liminf_{n \to \infty} \Pr[f \cup G \text{ is sensitive over } P] \geq \liminf_{n \to \infty} \Pr[\text{sub}(P, G \cup P) = 1] > 0$$

by Lemma 138(3).

**Remark 139.** We get analogous version of Lemma 135 and Lemma 138 in the uncolored setting where $P$ is balanced and $G = G(n, n^{-\theta(P)})$. The analysis is essentially the same as we get the colored setting with respect to the threshold pair $(\alpha, \beta) = (1, \theta(P))$, that is, $\alpha(Q) = |V(Q)|$ and $\beta(Q) = \theta(P)|E(Q)|$. However, all instances of $n^{\alpha(Q)}$ become $\binom{n}{|V(Q)|}$ in the uncolored setting; for instance, the expected number of $Q$-subgraphs in $G$ is $\binom{n}{|V(Q)|} n^{-\theta(P)|E(Q)|}$. Modulo this change, the proofs in this section adapt straightforwardly to the uncolored setting.
4.3.4 Unbounded Fan-In

As discussed at the beginning of this section, our lower bound for type-II circuits (Theorem 137) implies an \(n^{1/2}\kappa_{\alpha,\beta}(P)-o(1)\) lower bound on the size of type-I (that is, bounded-depth unbounded-fanin AC\(^0\)) circuits. We now modify the proof of Theorem 137 to obtain the stronger \(n^{\kappa_{\alpha,\beta}(P)-o(1)}\) lower bound for type-I circuits. (The argument presented below follows Section 3.4 of [74].)

**Theorem 140.** Suppose \(C\) is a type-I AC\(^0\) circuit that solves \(\text{SUBGRAPH}_\text{col}(P)\) in the average-case on \(G_{\alpha,\beta}(P)\). Then \(C\) has size at least \(n^{\kappa_{\alpha,\beta}(P)-o(1)}\).

Our proof requires a slightly stronger version of Lemma 136.

**Lemma 141.** Suppose \(f : G \to \{0,1\}^m\) is AC\(^0\)-computable where \(m = n^{o(1)}\) (that is, \(f\) is computed by an \(O(1)\)-depth, \(n^{O(1)}\)-size circuit with \(n^{o(1)}\) output gates). Then for every \(Q \subseteq P\),

\[
\Pr_{G,Q}[f \cup \text{G} \text{ is sensitive over } Q] \leq n^{-\alpha(Q)+\beta(Q)+o(1)}.
\]

**Proof.** We modify the proof of Lemma 136 as follows. Let boolean functions \(f_1, \ldots, f_m : G \to \{0,1\}\) be the coordinates of the output of \(f\). Consider the random restriction \(\rho\) and the graph \(H_\rho\) as before (that is, as defined in the proof of Lemma 136 with \(E(H_\rho) = \rho^{-1}(\ast)\)). Also as before, let \(L_\rho\) denote the subgraph of \(H_\rho\) with edge set

\[
E(L_\rho) = \{e \in \rho^{-1}(\ast) : f_i|_\rho : \{0,1\}^{\rho^{-1}(\ast)} \to \{0,1\}^m \text{ depends on coordinate } e\}.
\]

Let us now also consider graphs \(L_{1,\rho}, \ldots, L_{m,\rho} \subseteq H_\rho\) defined by

\[
E(L_{i,\rho}) = \{e \in \rho^{-1}(\ast) : f_i|_\rho : \{0,1\}^{\rho^{-1}(\ast)} \to \{0,1\} \text{ depends on coordinate } e\}.
\]

Clearly, we have \(L_\rho = L_{1,\rho} \cup \cdots \cup L_{m,\rho}\).

Recall that \(\delta > 0\) is an arbitrary constant (which we allow to depend on \(P\) and \((\alpha, \beta)\), but will be independent of \(n\)). For each \(i \in \{1, \ldots, m\}\), the argument in Appendix ?? gives the bound

\[
\Pr_\rho[|L_{i,\rho}| > n^\delta] \leq S \cdot (5n^{-\delta/d} \delta \log n)^{\delta \log n} = n^{-\omega(1)}
\]
where $S$ and $d$ are the size and depth of the circuit defining $f$. (This bound is $n^{-\omega(1)}$ since $S = n^{O(1)}$ and $d = O(1)$ and $\delta = \Omega(1)$.) Similarly, we have $\Pr_{\rho}[|L_{i,\rho}| > n^{\delta/2}] \leq n^{-\omega(1)}$ (replacing $\delta$ with $\delta/2$ above). Since $m = n^{o(1)}$, for all $n$ sufficiently large, we get the bound

$$\Pr_{\rho}[|L_{\rho}| > n^{\delta}] \leq \Pr_{\rho}[\bigvee_{i=1}^{m} |L_{i,\rho}| > n^{\delta/2}] \leq \sum_{i=1}^{m} \Pr_{\rho}[|L_{i,\rho}| > n^{\delta/2}] = m \cdot n^{-\omega(1)} = n^{-\omega(1)}. \quad (4.17)$$

With (4.17) in place of (4.11), the rest of the proof is identical to that of Lemma 136.

To prove Theorem 140, we shall once again convert type-I circuits into type-II circuits. However, this time we replace each unbounded fan-in gate with an unbalanced tree of fan-in 2 gates.

**Definition 142.** For every type-I circuit $C$ computing a boolean function $G \to \{0,1\}$, we shall define an equivalent type-II circuit $\widetilde{C}$. In addition, if the output of $C$ is an AND/OR gate of fan-in $m$, then we shall also define auxiliary functions $g^C : G \to \{0,1\}^m$ and $f^C : G \to \{0,1\}^{\lceil \log(m+1) \rceil}$. The definition is inductive:

- If $C$ is an input (variable or constant), then $\widetilde{C} := C$.
- If $C = \text{NOT}(C')$, then $\widetilde{C} := \text{NOT}(\widetilde{C'})$.
- If $C = \text{OR}(C_1, \ldots, C_m)$, then

$$\widetilde{C} := \widetilde{C}^{(m)} \text{ where } \widetilde{C}^{(i)} := \begin{cases} \widetilde{C}_i & \text{if } i = 1, \\ \text{OR}(\widetilde{C}^{(i-1)}, \widetilde{C}_i) & \text{if } i \in \{2, \ldots, m\}, \end{cases}$$

(that is, $\widetilde{C} = \text{OR}(\ldots \text{OR}(\text{OR}(\widetilde{C}_1, \widetilde{C}_2), \widetilde{C}_3) \ldots, \widetilde{C}_m)$ and, for all $i \in [m]$,

$$g_i^C(G) := C_1(G) \lor \cdots \lor C_i(G) \ (= \text{the boolean function computed by } \widetilde{C}^{(i)})$$
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and

\[ f^C(G) := \begin{cases} 
0 & \text{if } C(G) = 0, \\
\text{binary}(i) & \text{if } C_i(G) = 1 \text{ and } C_1(G) = \ldots = C_{i-1}(G) = 0,
\end{cases} \]

where \( \text{binary}(i) \in \{0, 1\}^{\lceil \log(m+1) \rceil} \) is the binary representation of \( i \). (That is, \( f^C(G) \) reports that \( C(G) = 0 \) or points to the first 1-value among \( C_1(G), \ldots, C_m(G) \).)

- If \( C = \text{AND}(C_1, \ldots, C_m) \), then the definition is dual to the case of \( \text{OR} \).

We make some straightforward observations.

1. Note that \(|\{\text{gates in } \tilde{C}\}| = |\{\text{wires in } C\}| = O(|\{\text{gates in } C\}|^2)\). (Indeed, the conversion \( C \mapsto \tilde{C} \) incurs a quadratic blow-up in size in the worst case. Our proof of Theorem 140 will avoid taking a union bound over gates in \( \tilde{C} \).)

2. The operation \( C \mapsto \tilde{C} \) commutes with the operation \( C \mapsto C \cup G \). That is, we have \( \tilde{C} \cup G = \tilde{C} \cup G \).

3. If \( C = \text{OR}(C_1, \ldots, C_m) \), then \( g^C \) reports the vector of values of sub-circuits \( \tilde{C}^{(1)}, \ldots, \tilde{C}^{(m)} \).

Note that \( g^C(G) \) can achieve only \( m + 1 \) possible values:

\[ \left( 0, \ldots, 0 \right) \underbrace{\binom{m}{0}}, \left( 0, \ldots, 0, 1 \right) \underbrace{\binom{m-1}{1}}, \left( 0, \ldots, 0, 1, 1 \right) \underbrace{\binom{m-2}{1}}, \ldots, \left( 1, \ldots, 1 \right) \underbrace{\binom{m}{m}}. \]

4. Function \( g^C : \mathcal{C} \to \{0, 1\}^m \) are \( f^C : \mathcal{C} \to \{0, 1\}^{\lceil \log(m+1) \rceil} \) information-theoretically equivalent (that is, there is a bijection \( \varphi : \text{Range}(g^C) \cong \text{Range}(f^C) \) such that \( f^C(H) = \varphi(g^C(H)) \) for all \( H \in \mathcal{C} \)). Consequently, for every graph \( H \in \mathcal{C} \), we have \( \text{Sens}(g^C, H) = \text{Sens}(f^C, H) \) and therefore

\[ g^C \text{ is sensitive over } H \iff f^C \text{ is sensitive over } H. \]
5. We have $\text{Sens}(g^C, H) = \bigcup_{i \in [m]} \text{Sens}(\tilde{C}^{(i)}, H)$. (In general, $\text{Sens}(h, H) = \text{Sens}(h_1, H) \cup \cdots \cup \text{Sens}(h_t, H)$ for any multi-output function $h : \mathcal{G} \to \{0, 1\}^t$.) In particular,

$$\bigvee_{i \in [m]} (\tilde{C}^{(i)} \text{ is sensitive over } H) \implies g^C \text{ is sensitive over } H.$$ 

6. If $C$ has depth $d = O(1)$ and size $\text{poly}(n)$, then $f^C$ is computable by a circuit of depth $d + 2 = O(1)$ and size $\text{poly}(n)$ with $[\log(m + 1)] = O(\log n) = n^{o(1)}$ output gates.

Observations (iii)-(vi) apply equally if $C = \text{AND}(C_1, \ldots, C_m)$ (with only the roles of 0 and 1 exchanged in observation (iii)).

**Lemma 143.** Suppose $C$ is a type-I AC$^0$ circuit with top fan-in $m \geq 2$ computing a boolean function $\mathcal{G} \to \{0, 1\}$. Then for every $Q \subseteq P$, we have

$$\Pr_{G \in P, Q} \left[ \bigvee_{i \in [m]} (\tilde{C}^{(i)} \cup G \text{ is sensitive over } Q) \right] \leq n^{-\alpha(Q) + \beta(Q) + o(1)}.$$

**Proof.** By observations (ii), (iv) and (v), we have the implication

$$\bigvee_{i \in [m]} (\tilde{C}^{(i)} \cup G \text{ is sensitive over } Q) \implies (f^C \cup G \text{ is sensitive over } Q).$$

By observation (vi) and Lemma 141, we have

$$\Pr_{G \in P, Q} \left[ (f^C \cup G \text{ is sensitive over } Q) \right] \leq n^{-\alpha(Q) + \beta(Q) + o(1)}.$$

The lemma follows from these two facts.

We now present the proof of Theorem 140.

**Proof of Theorem 140.** Let $C$ be a type-I circuit of depth $d = O(1)$ that solves $\text{SUBGRAPH}_{\text{col}}(P)$ in the average-case on $G_{\alpha, \beta}(P)$. Toward a contradiction, assume $C$ has size $\leq n^{\kappa_{\alpha, \beta}(P) - \varepsilon}$
for some constant $\varepsilon > 0$ (independent of $n$). By Lemma 126, we may fix a hitting set $H$ for $P$ such that $\kappa_{\alpha, \beta}(P) = \min_{Q \in H} \alpha(Q) - \beta(Q)$.

Let $\mathcal{S}$ (resp. $\tilde{\mathcal{S}}$) be the set of subcircuits of $C$ (resp. $\tilde{C}$). Note that, for each $D \in \tilde{\mathcal{S}}$, either

• $D = \tilde{C}'$ for some $C' \in \mathcal{S}$ with top fan-in 1 (i.e. $C'$ is an input or has a NOT gate on top), or

• $D = \tilde{C}^{(i)}$ for some $C' \in \mathcal{S}$ with top fan-in $m \geq 2$ and some $i \in [m]$.

Applying Lemma 133 to the type-II circuit $\tilde{C} \cup G$, we have that if $\tilde{C} \cup G$ is sensitive over $P$, then there exist $Q \in H$ and a sub-circuit $D \in \tilde{\mathcal{S}}$ such that $D \cup G$ is sensitive over $Q$. Therefore,

$$\Omega(1) \leq \Pr_{G,P} \left[ C \cup G \text{ is sensitive over } P \right] \quad \text{(by Lemma 135)}$$

$$= \Pr_{G,P} \left[ \tilde{C} \cup G \text{ is sensitive over } P \right]$$

$$\leq \Pr_{G,P} \left[ \bigvee_{Q \in H} \bigvee_{D \in \tilde{\mathcal{S}}} D \cup G \text{ is sensitive over } Q \right]$$

$$\leq \sum_{Q \in H} \Pr_{G,Q} \left[ \bigvee_{D \in \tilde{\mathcal{S}}} D \cup G \text{ is sensitive over } Q \right]$$

$$\leq |H| \cdot \max_{Q \in H} \Pr_{G,Q} \left[ \bigvee_{D \in \tilde{\mathcal{S}}} D \cup G \text{ is sensitive over } Q \right].$$

For each $Q \in H$, by Lemmas 136 and 143, we have

$$\Pr_{G,Q} \left[ \bigvee_{D \in \tilde{\mathcal{S}}} D \cup G \text{ is sensitive over } Q \right]$$

$$\leq \sum_{C' \in \mathcal{S}} \begin{cases} \Pr_{G,Q} \left[ (C') \cup G \text{ is sensitive over } Q \right] & \text{if } C' \text{ has top fan-in 1,} \\ \Pr_{G,Q} \left[ \bigvee_{i \in [m]} (\tilde{C}^{(i)}) \cup G \text{ is sensitive over } Q \right] & \text{if } C' \text{ has top fan-in } m \geq 2, \end{cases}$$

$$\leq \text{size}(C) \cdot n^{-\alpha(Q) + \beta(Q) + o(1)}.$$
It follows that

$$\Omega(1) \leq \text{size}(C) \cdot |H| \cdot \max_{Q \in H} n^{-\alpha(Q) + \beta(Q) + o(1)}$$

$$= \text{size}(C) \cdot |H| \cdot n^{-\kappa_{\alpha,\beta}(P) + o(1)}$$

$$= n^{-\varepsilon + o(1)}$$

(since $|H| = O(1)$ and using our assumption that $\text{size}(C) = n^{\kappa_{\alpha,\beta}(P) - \varepsilon}$). This is the desired contradiction, which completes the proof of the theorem. \qed

## 4.4 Bounds on $\kappa_{\text{col}}(P)$

In the previous section, we proved that $C_{\text{col}}(P) \geq \kappa_{\text{col}}(P)$, that is, $n^{\kappa_{\text{col}}(P) - o(1)}$ is a lower bound on the $\text{AC}^0$ complexity of $\text{SUBGRAPH}_{\text{col}}(P)$. In Section 4.4.2 below we will complete the proof of Theorem 109 by showing that $\kappa_{\text{col}}(P) \geq \Omega(tw(P)/\log tw(P))$. But, as a warm-up, let us do a simple combinatorial upper bound on $\kappa_{\text{col}}(P)$ (and also present a useful construction in Lemma 144 that we will need for lower bound proofs).

### 4.4.1 Upper Bound

We have already established that $\kappa_{\text{col}}(P) \leq C_{\text{col}}(P)$ (Corollary 128) and $C_{\text{col}}(P) \leq tw(P) + 1$ (Lemma 113(1)). By these lower and upper bounds in circuit complexity, it follows that $\kappa_{\text{col}}(P) \leq tw(P) + 1$. In this subsection, we give a direct proof that $\kappa_{\text{col}}(P) \leq tw(P) + 1$.

We need the following fact, which shows that the max in the definition $\kappa_{\text{col}}(P) := \max_{(\alpha,\beta) \in \theta_{\text{col}}(P)} \kappa_{\alpha,\beta}(P)$ is always achieved by some $(\alpha, \beta) \in \theta_{\text{col}}(P)$ with $\alpha \equiv 1$.

**Lemma 144.** Assume that $(\alpha, \beta) \in \theta_{\text{col}}(P)$ and define $\beta'$ by the formula

$$\beta'({v, w}) := \beta({v, w}) + \frac{1 - \alpha(v)}{d_P(v)} + \frac{1 - \alpha(w)}{d_P(w)},$$
where $d_P(v)$ is the degree of the vertex $v$. Then $(1, \beta') \in \theta_{\text{col}}(P)$ and, moreover, $v(Q) - \beta'(Q) \geq \alpha(Q) - \beta(Q)$ for any $Q \subseteq P$.

Proof. First, $\beta(\{v, w\}) \leq \alpha(v) + \alpha(w)$ (by Definition 118(i) applied to $Q := \{\{u, v\}\}$ and $d_P(v), d_P(w) \geq 1$. Hence $\beta'(\{v, w\}) \leq 2$. Now, for all $Q \subseteq P$ we have

$$v(Q) - \beta'(Q) = v(Q) - \sum_{\{v, w\} \in E(Q)} \left( \beta(\{v, w\}) + \frac{1 - \alpha(v)}{d_P(v)} + \frac{1 - \alpha(w)}{d_P(w)} \right)$$

$$= \sum_{v \in V(Q)} \left( 1 - \frac{d_Q(v)}{d_P(v)}(1 - \alpha(v)) \right) - \sum_{\{v, w\} \in E(Q)} \beta(\{v, w\})$$

$$\geq \alpha(Q) - \beta(Q)$$

with equality when $Q = P$. \qed

**Corollary 145.** For all $P$, there exists $\beta : E(P) \to [0, 2]$ such that $(1, \beta) \in \theta_{\text{col}}(P)$ and $\kappa_{\text{col}}(P) = \kappa_{1, \beta}(P)$.

Proof. Let $(\alpha, \beta) \in \theta_{\text{col}}(P)$ be such that $\kappa_{\text{col}}(P) = \kappa_{\alpha, \beta}(P)$. Then the element $(1, \beta') \in \theta_{\text{col}}(P)$ constructed from $(\alpha, \beta)$ as in Lemma 144, has the desired property. \qed

**Proposition 146.** $\kappa_{\text{col}}(P) \leq tw(P) + 1$.

Proof. In fact, we will prove $\kappa_{\text{col}}(P) \leq bw(P)$ where $bw(P)$ is the branch-width of $P$ (it is known that $bw(P) \leq tw(P) + 1$ by [76]). Recall that a branch decomposition of $P$ is a pair $(T, b)$ where $T$ is a ternary tree and $b$ is a bijection from Leaves($T$) to $E$. Each edge in $T$ determines a partition of Leaves($T$) (and hence of $E$) into two sets. The width of $(T, b)$ is the maximum of $|V(E_1) \cap V(E_2)|$ over partitions $E = E_1 \uplus E_2$ determined by the edges of $T$, and the branch-width $bw(P)$ is the minimum possible width of a branch decomposition of $P$.

Suppose $bw(P) = k$. This means that there exists a branch decomposition $(T, b)$ of width $k$. Fix an arbitrary root of $T$ and let $x_1, \ldots, x_t$ be a post-order traversal of nodes
in $T$ (in particular, $x_t$ is the root). For every $i \in [t]$, let $Q_i$ and $\overline{Q}_i$ be the subgraphs of $P$ with $E(Q_i) := \{b(y) : y$ is a leaf of $T$ lying below $x_i\}$ and $E(\overline{Q}_i) := E(P) \setminus E(Q_i)$ and $V(Q_i) := \bigcup_{e \in E(Q_i)} e$ and $V(\overline{Q}_i) := \bigcup_{e \in E(\overline{Q}_i)} e$. Note that $Q_1, \ldots, Q_t$ is a union sequence for $P$. Since $(T, b)$ has width $\leq k$, we have $|V(Q_i) \cap V(\overline{Q}_i)| \leq k$ for all $i \in [t]$.

By Corollary 145, there exists $\beta : E(P) \to [0, 2]$ such that $(1, \beta) \in \theta_{col}(P)$ and $\kappa_{col}(P) = \kappa_{1, \beta}(P)$. For all $i \in [t]$, we have

\[
v(Q_i) - \beta(Q_i) \\
\leq v(Q_i) - \beta(Q_i) + v(\overline{Q}_i) - \beta(\overline{Q}_i) \quad \text{(since } v(\overline{Q}_i) \geq \beta(\overline{Q}_i)) \\
= v(Q_i) + v(\overline{Q}_i) - v(P) \quad \text{(since } \beta(Q_i) + \beta(\overline{Q}_i) = \beta(P) = v(P)) \\
= |V(Q_i) \cap V(\overline{Q}_i)| \leq k.
\]

Therefore, $\kappa_{col}(P) = \kappa_{1, \beta}(P) \leq \max_{i \in [t]} v(Q_i) - \beta(Q_i) \leq k \leq bw(P) \leq tw(P) + 1$. \hfill \qed

### 4.4.2 Lower Bounds

We give two lower bounds on $\kappa_{col}(P)$. The first applies to all patterns $P$.

**Theorem 147.** $\kappa_{col}(P) \geq \Omega\left(\frac{tw(P)}{\log tw(P)}\right)$.

Together with the fact that $C_{col}(P) \geq \kappa_{col}(P)$ (Corollary 128), this completes the proof of our main theorem (Theorem 109).

Our proof of Theorem 147 uses a characterization of treewidth from Marx [57] (based on results of Feige et al [31]): for every $P$ with $tw(P) = k$, there is a subset $W \subseteq V(P)$ of size $|W| = \Omega(k)$ and a concurrent flow on $P$ which routes $\Omega(1/k \log k)$ flow between every pair of distinct vertices in $W$ (Lemma 151). Given such a concurrent flow on $P$, we construct a corresponding threshold pair $(\alpha, \beta) \in \theta_{col}(P)$ and show that $\kappa_{\alpha, \beta}(P)$ gives the desired bound.

We also include a lower bound on $\kappa_{col}(P)$ in terms of the expansion of $P$ (Theorem 152), which improves Theorem 147 in the case where $P$ is a constant-degree expander.
Definition 148.

1. Let \( \text{Paths}(P) \) denote the set of paths in \( P \) (i.e. subgraphs of \( P \) isomorphic to an (undirected, simple) path of length \( \geq 1 \)).

2. Let \( \text{Flows}(P) \) denote the set of concurrent flows on \( P \) with node-capacity 1, that is, functions \( f : \text{Paths}(P) \to [0, 1] \) such that for all \( v \in V(P) \), \( \sum_{\pi \in \text{Paths}(P)} f(\pi) \leq 1 \).

3. For \( f \in \text{Flows}(P) \) and disjoint \( S, T \subseteq V(P) \), let \( f(S, T) \) denote the total flow that \( f \) sends between \( S \) and \( T \), that is,

\[
  f(S, T) := \sum_{\pi \in \text{Paths}(P) \text{ has endpoints in } S \text{ and } T} f(\pi).
\]

For two distinct vertices \( v, w \), we let \( f(v, w) := f(\{v\}, \{w\}) \).

4. For \( \pi \in \text{Paths}(P) \), define \( \alpha_{\pi} : V(P) \to [0, 1] \) and \( \beta_{\pi} : E(P) \to [0, 2] \) by

\[
  \alpha_{\pi}(v) := \begin{cases} 
    1/2 & \text{if } v \text{ is an endpoint of } \pi, \\
    1 & \text{if } v \text{ is an interior vertex of } \pi, \\
    0 & \text{if } v \notin V(\pi),
  \end{cases} 
  \quad \beta_{\pi}(e) := \begin{cases} 
    1 & \text{if } e \in E(\pi), \\
    0 & \text{if } e \notin E(\pi).
  \end{cases}
\]

5. For \( f \in \text{Flows}(P) \), define \( \alpha_f : V(P) \to [0, 1] \) and \( \beta_f : E(P) \to [0, 2] \) by

\[
  \alpha_f(v) := \sum_{\pi \in \text{Paths}(P)} f(\pi) \cdot \alpha_{\pi}(v), \quad \beta_f(e) := \sum_{\pi \in \text{Paths}(P)} f(\pi) \cdot \beta_{\pi}(e).
\]

Lemma 149. \((\alpha_f, \beta_f) \in \theta_{\text{col}}(P)\) for all \( f \in \text{Flows}(P) \).

Proof. Clearly, \( \alpha_{\pi}(P) = \beta_{\pi}(P) (= |E(\pi)|) \) and \( \alpha_{\pi}(Q) \geq \beta_{\pi}(Q) \) for all \( Q \subseteq P \) and \( \pi \in \text{Paths}(P) \). \((\alpha_f, \beta_f) \in \theta_{\text{col}}(P)\) follows by convexity. \(\square\)
Lemma 150. For all $Q \subseteq P$ and $f \in \text{Flows}(P)$,

$$\alpha f(Q) - \beta f(Q) \geq \frac{1}{2} f(V(Q), \overline{V(Q)}).$$

Proof. Note that $f(S,T) = \sum_{\pi \in \text{Paths}(P)} f(\pi) \cdot \chi_\pi(S,T)$ where

$$\chi_\pi(S,T) := \begin{cases} 
1 & \text{if } \pi \text{ has one endpoint in } S \text{ and another in } T, \\
0 & \text{otherwise}.
\end{cases}$$

Therefore, it suffices to show, for all $\pi \in \text{Paths}(P)$, that

$$\alpha_\pi(Q) - \beta_\pi(Q) \geq \frac{1}{2} \chi_\pi(V(Q), \overline{V(Q)}). \quad (4.18)$$

If both endpoints of $\pi$ belong to the same set among $V(Q), \overline{V(Q)}$, then $\frac{1}{2} \chi_\pi(V(Q), \overline{V(Q)}) = 0$ while $\alpha_\pi(Q) - \beta_\pi(Q) \geq 0$ by Lemma 149 (since $(\alpha_\pi, \beta_\pi) \in \theta_{\text{col}}(P)$); so (4.18) holds. On the other hand, if $\pi$ has one endpoint in $V(Q)$ and another in $\overline{V(Q)}$, then $\frac{1}{2} \chi_\pi(V(Q), \overline{V(Q)}) = \frac{1}{2}$, while

$$\alpha_\pi(Q) - \beta_\pi(Q) \geq \frac{1}{2} \left| \{\text{edges of } \pi \text{ that cross between } V(Q) \text{ and } \overline{V(Q)}\} \right| \geq \frac{1}{2},$$

so again (4.18) holds. \hfill $\Box$

Our lower bound on $\kappa_{\text{col}}(P)$ relies on a characterization of treewidth in terms of concurrent flows:

Lemma 151. If $P$ has treewidth $k$, then there exists $W \subseteq V(P)$ with $|W| \geq \frac{2k}{3}$ and $f \in \text{Flows}(P)$ such that $f(v,w) \geq \frac{1}{ck\log k}$ for all distinct $v,w \in W$ where $c > 0$ is a universal constant.

Proof. This lemma is implicit in [31, 57]. Utilizing the notation from the latter paper, [57, 164]
Lemma 3.2(a) implies that there exists \( W \subseteq V(P) \) with \( |W| > \frac{2k}{3} \) that has no balanced \( \frac{k}{3} \)-separator. By [57, Lemma 3.3], \( \alpha^w(G) \geq \left( \frac{4}{3}k + 1 \right)^{-1} \). By the contrapositive of [57, Theorem 3.5], all solutions to the linear program (LP2) are \( \Omega \left( \frac{1}{k \log k} \right) \), hence its dual (LP1) has a solution \( \alpha \geq \Omega \left( \frac{1}{k \log k} \right) \), and it gives us the required concurrent flow.

**Proof of Theorem 147.** Suppose \( tw(P) = k \) and fix \( W \subseteq V(P) \) and \( f \in \text{Flows}(P) \) as in Lemma 151. Let \( \mathcal{H} \) be the set of subgraphs \( Q \subseteq P \) such that \( \frac{2k}{3} \leq |W \cap V(Q)| \leq \frac{4k}{3} \). Clearly \( \mathcal{H} \) is a hitting set for \( P \) (i.e. every union sequence for \( P \) contains a graph in this set). For every \( Q \in \mathcal{H} \), we have

\[
\alpha_f(Q) - \beta_f(Q) \geq \frac{f(V(Q), V(Q))}{2} \geq \frac{f(W \cap V(Q), W \setminus V(Q))}{2} \geq \frac{|W \cap V(Q)| \cdot |W \setminus V(Q)|}{2ck \log k} \geq \frac{4k}{81c \log k} = \Omega \left( \frac{k}{\log k} \right).
\]

Therefore, \( \kappa_{\text{col}}(P) \geq \kappa_{\alpha_f,\beta_f}(P) = \Omega(k / \log k) \).

**Tight lower bound for expanders.**

We conclude this section by giving a second lower bound on \( \kappa_{\text{col}}(P) \) in terms of edge expansion; this sometimes gives the optimal \( \Omega(tw(P)) \) lower bound in the case that \( P \) is a good expander such as \( K_k \) or \( G_{k,k} \). Let \( \Delta(P) \) denote the maximum degree of \( P \). For \( S \subseteq V(P) \), let \( e_P(S, \overline{S}) := | \{ \{v, w\} \in E(P) : v \in S \text{ and } w \in V(P) \setminus S \} | \). Recall that the edge expansion of \( P \) is defined by

\[
h(P) := \min_{S : \emptyset \subset S \subset V(P)} \frac{e_P(S, \overline{S})}{\min\{|S|, |\overline{S}|\}}.
\]

**Theorem 152.** \( \kappa_{\text{col}}(P) \geq \frac{h(P) \upsilon(P)}{3 \Delta(P)} \).

**Proof.** Let us apply the construction from Lemma 144 to the pair \((0,0) \in \theta_{\text{col}}(P)\). This gives us the function \( \beta : E(P) \to [0,2] \) defined by

\[
\beta(\{v, w\}) := \frac{1}{d_P(v)} + \frac{1}{d_P(w)}
\]
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such that \((1, \beta) \in \theta_{\text{col}}(P)\).

Consider the hitting set \(\mathcal{H}\) consisting of subgraphs \(Q \subseteq P\) such that \(\frac{1}{3}v(P) \leq v(Q) \leq \frac{2}{3}v(P)\). For every \(Q \in \mathcal{H}\) the calculation in the proof of Lemma 144 gives us

\[
v(Q) - \beta(Q) = \sum_{v \in V(Q)} \left(1 - \frac{d_Q(v)}{d_P(v)}\right)
\geq \frac{1}{\Delta(P)} \sum_{v \in V(Q)} (d_P(v) - d_Q(v))
= \frac{e_P(V(Q), V(Q))}{\Delta(P)}
\geq \frac{h(P) \min\{v(Q), v(P) - v(Q)\}}{\Delta(P)}
\geq \frac{h(P)v(P)}{3\Delta(P)}.
\]

Completing the proof,

\[
\kappa_{\text{col}}(P) \geq \kappa_{1,\beta}(P) \geq \min_{Q \in \mathcal{H}} (v(Q) - \beta(Q)) \geq \frac{h(P)v(P)}{3\Delta(P)}.
\]

\[\square\]

4.5 Minor-Monotonicity and Monotone Projections

In this section, we prove that \(\kappa_{\text{col}}(P)\) and \(C_{\text{col}}(P)\) are minor-monotone graph parameters. First, a few definitions.

Recall that a minor of \(G\) is any graph that can be obtained from \(G\) by a sequence of vertex deletions, edge deletions, and edge contractions. A real-valued graph parameter \(f\) is minor-monotone if \(f(G) \leq f(G')\) whenever \(G\) is a minor of \(G'\).

Theorem 153. \(\kappa_{\text{col}}\) and \(C_{\text{col}}\) are minor-monotone.

The algorithmic problem \(\text{SUBGRAPH}_{\text{col}}(P)\) was defined in Section 4.2.3 in such a way that the coloring \(\chi : G \rightarrow P\) is a part of its input. We first observe that the parameter \(C_{\text{col}}(P)\) does not change if we consider instead its more structured version \(\text{SUBGRAPH}_{\text{col},n}(P)\) in which
(cf. Definition 118) we demand that the target graph $G$ has the vertex set $V(P) \times [n]$, and $\chi$ is the projection onto the first coordinate. An easy $\text{AC}^0$-reduction from $\text{SUBGRAPH}_{\text{col}}(P)$ to $\text{SUBGRAPH}_{\text{col},n}(P)$ works as follows. Assume that we are given an input $(G, \chi)$ to the problem $\text{SUBGRAPH}_{\text{col}}(P)$, and assume w.l.o.g. that $V(G) = [n]$. We map it to the pair $(G', \chi')$, where $V(G') := V(P) \times [n]$, $\chi'$ is the projection onto the first coordinate, and $E(G')$ is defined as follows: $E(G') := \{\{(\chi(i), i), (\chi(j), j)\} : \{i, j\} \in E(G)\}$. (Thus, all vertices $(v, i)$ with $v \neq \chi(i)$ remain isolated.) Hence Theorem 153 readily follows from the following lemma.\[\text{Lemma 154. Suppose } P \text{ is a minor of } P'. \text{ Then}\]

1. for every $(\alpha, \beta) \in \theta_{\text{col}}(P)$, there exists $(\alpha', \beta') \in \theta_{\text{col}}(P')$ such that $\kappa_{\alpha, \beta}(P) \leq \kappa_{\alpha', \beta'}(P')$

2. $\text{SUBGRAPH}_{\text{col},n}(P) \leq_{\text{mp}} \text{SUBGRAPH}_{\text{col},n}(P')$.

Proof. It suffices to show that the lemma holds in the two cases where $P$ is a subgraph of $P'$, and where $P$ is obtained from $P'$ by contracting a single edge $\{x, y\}$ where $x, y$ have no common neighbors. (Otherwise, we perform necessary edge deletions before contraction).

Subgraph Case. Suppose $P$ is a subgraph of $P'$.

For (1): Consider any $(\alpha, \beta) \in \theta_{\text{col}}(P)$. Define $\alpha' : V(P') \to [0, 1]$ and $\beta' : E(P') \to [0, 2]$ by

$$\alpha'(v) := \begin{cases} \alpha(v) & \text{if } v \in V(P), \\ 0 & \text{otherwise}, \end{cases} \quad \beta'(e) := \begin{cases} \beta(e) & \text{if } e \in E(P), \\ 0 & \text{otherwise}. \end{cases}$$

It is easily seen that $(\alpha', \beta') \in \theta_{\text{col}}(P')$ and $\kappa_{\alpha, \beta}(P) = \kappa_{\alpha', \beta'}(P')$.

11. A somewhat similar (de)construction recently appeared in [18].
For (2): The monotone projection $p$ is defined as follows:

$$p\{((v, i), (w, j))\} := \begin{cases} 
\{(v, i), (w, j)\} & \text{if } \{v, w\} \in E(P), \\
1 & \text{if } \{v, w\} \in E(P') \setminus E(P).
\end{cases}$$

Thus, $p^*$ takes an input $G$ to the problem $\text{SUBGRAPH}_{\text{col}, n}(P)$ and converts it into an input $G'$ to $\text{SUBGRAPH}_{\text{col}, n}(P')$ by filling in complete bipartite graphs between $\{v\} \times [n]$ and $\{w\} \times [n]$ for all new edges $\{v, w\} \in E(P') \setminus E(P)$.

**Contraction Case.** Now suppose $P$ is obtained from $P'$ by contracting a single edge $\{x, y\}$ where $x, y$ have no common neighbors. Let $z$ label the contracted vertex in $P$, so that $V(P) \setminus V(P') = \{z\}$ and $V(P') \setminus V(P) = \{x, y\}$. Let $\rho : V(P') \to V(P)$ be the function $x, y \mapsto z$ and $v \mapsto v$ for all $v \in V(P') \setminus \{x, y\}$. For $e = \{v, w\} \in E(P') \setminus \{x, y\}$, let $\rho(e) := \{\rho(v), \rho(w)\} \in E(P)$ ($\rho(\{x, y\})$ is undefined).

For (1): Consider any $(\alpha, \beta) \in \theta_{\text{col}}(P)$. Define $\alpha' : V(P') \to [0, 1]$ and $\beta' : E(P') \to [0, 2]$ by

$$\alpha'(v) := \alpha(\rho(v)), \quad \beta'(e) := \begin{cases} 
\alpha(z) & \text{if } e = \{x, y\}, \\
\beta(\rho(e)) & \text{otherwise}.
\end{cases}$$

We now check that $(\alpha', \beta') \in \theta_{\text{col}}(P')$ and $\kappa_{\alpha', \beta'}(P') \geq \kappa_{\alpha, \beta}(P)$. For that consider the mapping $\hat{\rho} : Q' \mapsto \rho(Q' \setminus \{\{x, y\}\})$ that takes subgraphs of $P'$ to subgraphs of $P$. It is easy to see that $\alpha'(Q') - \beta'(Q') \geq \alpha(\hat{\rho}(Q')) - \beta(\hat{\rho}(Q'))$, and that this is tight for $Q' = P'$: in the only non-trivial case $\{x, y\} \in E(Q')$ we have $\alpha(\hat{\rho}(Q')) = \alpha'(Q') - \alpha(z)$ and $\beta(\hat{\rho}(Q')) = \beta'(Q') - \alpha(z)$. This proves the first claim $(\alpha', \beta') \in \theta_{\text{col}}(P')$. To see that $\kappa_{\alpha, \beta}(P) \leq \kappa_{\alpha', \beta'}(P')$, it suffices to observe that $\hat{\rho}$ takes union sequences for $P'$ into union sequences for $P$ and thus $\hat{\rho}^{-1}$ maps hitting sets for $P$ into hitting sets for $P'$. 
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For (2): This time the monotone projection $p$ is defined by

$$p(\{(v, i), (w, j)\}) := \begin{cases} 
1 & \text{if } \{v, w\} = \{x, y\} \text{ and } i = j, \\
0 & \text{if } \{v, w\} = \{x, y\} \text{ and } i \neq j, \\
\{(\rho(v), i), (\rho(w), j)\} & \text{otherwise.}
\end{cases}$$

(That is, $p^*$ duplicates $\{z\} \times [n]$ into two sets $\{x\} \times [n], \{y\} \times [n]$ and then plants a perfect matching between twins.) This $p$ is clearly a monotone projection from $\text{Subgraph}_{\text{col}, n}(P)$ to $\text{Subgraph}_{\text{col}, n}(P')$. \qed

### 4.5.1 Negative Results in the Uncolored Setting

In the colored setting, we have seen that $\text{Subgraph}_{\text{col}}(P)$ is minor-monotone via linear-size monotone projections. Highlighting a difference between the uncolored and colored settings, we now show that there is no monotone projection whatsoever that reduces $\text{Subgraph}(M_3)$ to $\text{Subgraph}(P_3 + M_2)$ (where $P_3$ is a path on 3 vertices and $M_k$ is a matching with $k$ edges). While it remains an open problem whether $C(P)$ is (even approximately) minor-monotone under general $\text{AC}^0$ reductions, this result strongly suggests that the colorful version of the subgraph isomorphism problem is much better structured and well-behaved than the standard (uncolored) one.

We begin with some properties of $P_3 + M_2$-free graphs.

**Lemma 155.** Every $P_3 + M_2$-free graph $G$ satisfies one of the following conditions:

1. $G$ has $\leq C$ edges for some absolute constant $C$,

2. $G$ is a matching,

3. $G$ contains a vertex of degree $\geq 6$.

Note: Lemma 155 is true with any integer replacing 6 in (iii), for an appropriate constant $C$ in (i). The choice of 6 is what we need in the proof of Theorem 158 later on.
Proof. Assume $G$ is $P_3 + M_2$-free, not a matching, and has maximum degree $\leq 5$. We will show that $G$ has $O(1)$ edges. Since $G$ is not a matching, it contains a vertex $u$ of degree $\geq 2$. Since $G$ has maximum degree $\leq 5$, there is a constant $C'$ such that if $G$ has $> C'$ non-isolated vertices, then it contains non-isolated vertices $v, w$ such that any two of $u, v, w$ have distance $\geq 3$; in that case, we would have $P_3 + M_2$-subgraph of $G$ by taking any two edges containing $u$ plus any two edges containing $v$ and $w$ respectively. Therefore, $G$ has $\leq C'$ non-isolated vertices. It follows that $G$ has $\leq 5C'/2$ edges.

Lemma 156. If $G$ is $P_3 + M_2$-free and contains an $M_4$-subgraph, then $G$ is a matching.

Proof. Suppose $G$ contains an $M_4$-subgraph $H$, but $G$ is not a matching. We will show that $G$ contains a $P_3 + M_2$-subgraph. Since $G$ is not a matching, it contains a $P_3$-subgraph $K$. If $K$ is vertex-disjoint from $H$, then $K$ plus any two edges from $H$ is a $P_3 + M_2$-subgraph of $G$. Now assume that $K$ contains a vertex in $H$. Then there is a $P_3$-subgraph $K'$ which contains an edge in $H$. This $K'$ is vertex-disjoint from at least two edges in $H$; then $K'$ plus these two edges is a $P_3 + M_2$-subgraph of $G$. 

Lemma 157. Suppose $G$ contains a $P_3 + M_2$-subgraph and a vertex $u$ of degree $\geq 6$. Then $G$ contains a $P_3 + M_2$-subgraph in which $u$ is the degree-2 vertex.

Proof. Let $H$ be any $P_3 + M_2$-subgraph of $G$. $H$ contains an $M_2$-subgraph $H'$ which does not include the vertex $u$. Since $u$ has degree $\geq 6$, it has two distinct neighbors $v$ and $w$ such that $\{u, v, w\} \cap V(H') = \emptyset$. Then $H'$ plus edges $\{u, v\}$ and $\{u, w\}$ is a $P_3 + M_2$-subgraph of $G$ in which $u$ is the degree-2 vertex.

Now the main result of this subsection:

Theorem 158. Subgraph($M_3$) is not a monotone projection of Subgraph($P_3 + M_2$).

Proof. Toward a contradiction, assume there exists a monotone projection $p : \binom{[N]}{2} \rightarrow \binom{[n]}{2} \cup \{0, 1\}$ from Subgraph($M_3$) on $n$-vertex graphs to Subgraph($P_3 + M_2$) on $N$-vertex graphs on $N$-vertex graphs. 
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graphs for some \( n, N \in \mathbb{N} \) where \( n \geq C + 2 \) with \( C \) the constant from Lemma 155. That is, for every graph \( G \) with vertex set \([n]\), we have

\[
G \text{ contains an } M_3\text{-subgraph } \iff p^*(G) \text{ contains a } P_3 + M_2\text{-subgraph}
\]

where \( p^*(G) \) is the graph with edge set \( p^{-1}(E(G) \cup \{1\}) \). Note that since the predicate in the left-hand side essentially depends on all variables \( e \in \binom{[n]}{2} \), so must the function \( p^* \) or, in other words, \( p^{-1}(e) \) is non-empty for any \( e \in \binom{[n]}{2} \).

For \( a \in [n] \), let \( S_a \) denote the \( n \)-vertex star centered at \( a \) (i.e., with edge set \( \{e \in \binom{[n]}{2}: a \in e\} \)). Let \( F_a := p^{-1}(S_a) \) (so that \( p^*(S_a) \) is the disjoint union of \( F_a \) and \( p^{-1}(1) \)). Over the next few claims, we will show that \( F_a \) are stars of degree \( \geq 6 \) with distinct centers. Since all \( p^{-1}(e) \) are non-empty, \( F_a \) contains at least \( n - 1 \) (> \( C \)) edges.

Since \( S_a \) is \( M_3 \)-free, \( p^*(S_a) \) is \( P_3 + M_2 \)-free, hence \( F_a \) is \( P_3 + M_2 \)-free. By Lemma 155, it follows that either \( F_a \) is a matching or \( F_a \) contains a vertex of degree \( \geq 6 \). The next claim eliminates the first possibility.

**Claim 159.** For every \( a \in [n] \), \( F_a \) is not a matching.

**Proof.** (of the Claim) For contradiction, assume \( F_a \) is a matching for some \( a \in [n] \). Consider any \( b \in [n] \). Note that \( S_a \cup S_b \) is \( M_3 \)-free, hence \( p^*(S_a \cup S_b) \) is \( P_3 + M_2 \)-free. Since \( p^*(S_a \cup S_b) \supseteq F_a \cup F_b \) and \( F_a \) contains a \( M_4 \)-subgraph, Lemma 156 implies that \( F_a \cup F_b \) is a matching. In particular, \( F_b \) is a matching for any \( b \in [n] \), and we can repeat the above argument with \( a := b \) to conclude that \( F_b \cup F_c \) is a matching for all \( b, c \in [n] \). Therefore, the entire pre-image \( p^{-1}(K_n) \) is a matching, where \( K_n \) is the complete graph on vertices \([n]\).

Since \( K_n \) contains an \( M_3 \)-subgraph, \( p^*(K_n) (= p^{-1}(K_n) \cup p^{-1}(1)) \) contains a \( P_3 + M_2 \)-subgraph. It follows that either \( p^{-1}(1) \) contains a path of length 2, or \( p^{-1}(1) \) contains an edge with an endpoint in \( V(p^{-1}(K_n)) \). In both cases we get a contradiction, as it follows that \( p^*(S_c) \) contains a \( P_3 + M_2 \)-subgraph for some \( c \in [n] \), even though \( S_c \) is \( M_3 \)-free. (If \( p^{-1}(1) \) contains a \( P_3 \)-subgraph, then any \( c \in [n] \) will do; if \( p^{-1}(1) \) contains an edge with an
endpoint \( v \in V(p^{-1}(K_n)) \), then any \( c \in [n] \) with \( v \in V(F_c) \) will do.)

For all \( a \in [n] \), we have established that \( F_a \) is \( P_3 + M_2 \)-free, has \( > C \) edges and is not a matching. By Lemma 155, we conclude that \( F_a \) contains at least one vertex of degree \( \geq 6 \).

Let us now fix a function \( z : [n] \to [N] \) such that \( z(a) \) is a vertex of degree \( \geq 6 \) in \( F_a \) for all \( a \in [n] \).

**Claim 160.** \( z \) is \((\leq 2)\)-to-1.

**Proof.** (of the Claim) For contradiction, assume there exist distinct \( a, b, c \in [n] \) such that \( v := z(a) = z(b) = z(c) \). By Lemma 157, \( p^*(S_a \cup S_b \cup S_c) \) contains a \( P_3 + M_2 \)-subgraph in which \( v \) is the degree-2 vertex. Let \( e, f \in \binom{[N]}{2} \) be the two edges in this subgraph which are not adjacent to \( v \). Without loss of generality, \( \{e, f\} \subseteq p^*(S_a \cup S_b) \). Since \( v \) has degree \( \geq 6 \) in \( p^*(S_a \cup S_b) \), we can find a different path of length 2 through \( v \) which is vertex-disjoint from edges \( e \) and \( f \). Therefore, \( p^*(S_a \cup S_b) \) contains a \( P_3 + M_2 \)-subgraph. Since \( S_a \cup S_b \) is \( M_3 \)-free, this contradicts our assumption about \( p \).

**Claim 161.** \( F_a \) is a star with center \( z(a) \) for all \( a \in [n] \).

**Proof.** (proof of the Claim) For contradiction, assume \( F_a \) is not a star with center \( z(a) \). Then \( F_a \) contains an edge \( e \) with \( z(a) \notin e \). Since \( z \) is \((\leq 2)\)-to-1, there exists \( b \in [n] \) such that \( z(b) \notin \{z(a)\} \cup e \). We may find a \( P_3 + M_2 \)-subgraph within \( F_a \cup F_b \) by taking \( e \) together with a disjoint path of length 2 through \( z(a) \) and a disjoint edge containing \( z(b) \). This contradicts the fact that \( p^*(S_a \cup S_b) \) is \( P_3 + M_2 \)-free.

**Claim 162.** \( z \) is 1-to-1.

**Proof.** (of the Claim) For contradiction, assume \( v := z(a) = z(b) \) for some \( a \neq b \). Let \( c \in [n] \setminus \{a, b\} \). Then \( z(c) \neq v \) and \( p^*(S_a \cup S_b \cup S_c) = F_a \cup F_b \cup F_c \cup p^{-1}(1) \) contains a \( P_3 + M_2 \)-subgraph \( H \). We may assume that \( H \) contains edges \( \{v, u\} \in E(F_a) \setminus E(F_b) \) and \( \{v, w\} \in E(F_b) \setminus E(F_a) \) since otherwise \( H \) would be a subgraph of either \( p^*(S_a \cup S_c) \) or \( p^*(S_b \cup S_c) \) contradicting \( P_3 + M_2 \)-freeness of these graphs. Note that \( u \neq w \). Since \( v \) has
degree ≥ 6 in $F_a$, we can find an edge $\{v, w\} \in E(F_a)$ such that $w \notin V(H)$. Let $H'$ be the graph obtained by substituting the edge $\{v, w\}$ for $\{v, w\}$. Then $H'$ is a $P_3 + M_2$-subgraph of $p^*(S_a \cup S_c)$, which is again a contradiction. □

At this point, we have established that graphs $F_a$ ($a \in [n]$) are stars of degree ≥ 6 with distinct centers.

**Claim 163.** $|p^{-1}(e)| = 1$ for all $e \in ([n]_2)$.

*Proof. (of the Claim)* Suppose $e = \{a, b\}$. Since $F_a$ and $F_b$ are stars with different centers and $p^{-1}(e) \subseteq F_a \cap F_b$, we conclude $|p^{-1}(e)| \leq 1$. Since $p^{-1}(e)$ is nonempty, it follows that $|p^{-1}(e)| = 1$. □

**Claim 164.** $p^{-1}(1)$ is nonempty.

*Proof. (of the Claim)* Let $G$ be any copy of $M_3$ (i.e. any three disjoint edges) among $n$-vertices. Then $p^{-1}(G)$ has only three edges by Claim 163. Since $p^*(G) = p^{-1}(G) \cup p^{-1}(1)$ has $P_3 + M_2$-subgraph, it contains at least 4 edges. Therefore, $p^{-1}(1)$ is nonempty. □

Fix any edge $e$ in $p^{-1}(1)$ and any $a \neq b \in [n]$ such that $z(a), z(b) \notin e$. Then $p^*(S_a \cup S_b)$ contains a $P_3 + M_2$-subgraph, even though $S_a \cup S_b$ is $M_3$-free. This, finally, is the contradiction which completes the proof of Theorem 158. □
4.6 Conclusion and Open Problems

With the results of this chapter, the state of knowledge on the average/worst-case $\text{AC}^0$ complexity of the uncolored/colorful $P$-subgraph isomorphism problem now stands as

$$\Omega\left(\frac{\text{tw}(P)}{\log \text{tw}(P)}\right) \leq \kappa_{\text{col}}(P) \leq C_{\text{col}}(P) \leq \text{tw}(P) + 1$$

$$\forall |C(P)|$$

$$\forall |C_{\text{ave}}(P)|$$

$$\kappa(P) \leq C_{\text{ave}}(P) \leq 2\kappa(P) + O(1).$$

We have examples showing that the gap between $C_{\text{ave}}(P)$ and $C(P)$ (i.e. the average-case vs. worst-case $\text{AC}^0$ complexity of $\text{SUBGRAPH}(P)$) can be arbitrarily large (see Remark 117). We do not know of any gap between $C(P)$ and $C_{\text{col}}(P)$. Equivalently, we can ask whether $C(P)$ is bounded from below by any function of $\text{tw}(P)$. Restating Question 1 from the introduction:

**Question 165.** Is it possible to give general lower bounds on the worst-case $\text{AC}^0$ complexity of $\text{SUBGRAPH}(P)$ (uncolored $P$-subgraph isomorphism) in terms of the treewidth of $P$ only?

When $P$ is a core, we know that $C(P) = C_{\text{col}}(P) = \Theta(\text{tw}(P))$. At the opposite end of the spectrum, Question 1 is wide open for bipartite patterns $P$.

The next two questions seek to improve the parameters in our main results.

**Question 166.** Can the upper bound $C_{\text{ave}}(P) \leq 2\kappa(P) + O(1)$ of Theorem 110 be improved to $\kappa(P) + O(1)$?

**Question 167.** Can the log $\text{tw}(P)$ factor be eliminated from our lower bounds on $\kappa_{\text{col}}(P)$ (Theorem 109) or at least $C_{\text{col}}(P)$?
We are able to answer Question 167 affirmatively in the special case where $P$ is a constant-degree expander (Theorem 152).

Another question raised by this work is whether the $AC^0$ complexity of $\text{SUBGRAPH}(P)$ is monotone with respect to minors or subgraphs. In contrast to the colorful setting, we showed that monotone projections (the simplest form of reduction) fail to give any reduction whatsoever from $\text{SUBGRAPH}(Q)$ to $\text{SUBGRAPH}(P)$, even when $Q$ is only a subgraph of $P$.

**Question 168.** Is $C(P)$ minor-monotone or at least monotone under subgraphs?

More modestly, if $Q$ is a minor (or subgraph) of $P$, is there a reduction from $\text{SUBGRAPH}(Q)$ to $\text{SUBGRAPH}(P)$ by $AC^0$-circuits of size $O(n^c)$ for a constant $c$ independent of $P$ and $Q$? That would imply $C(Q) \leq O(C(P))$; currently we do not know if $C(Q)$ can be bounded by any function in $C(P)$.

Finally, it would be interesting to investigate the relationship between $\kappa_{\text{col}}(P)$ and the complexity of $\text{SUBGRAPH}_{\text{col}}(P)$ beyond $AC^0$. In particular, we recall the result of Marx [57] that $\text{SUBGRAPH}_{\text{col}}(P)$ has no $n^{o(tw(P)/\log tw(P))}$-time algorithm unless the Exponential Time Hypothesis (ETH) fails. Follow-up work of Alon and Marx [5] looked at the question of removing the $\log tw(P)$ factor loss in the exponent of this result (toward the goal of showing that $n^{\Theta(tw(P))}$ is the true complexity of $\text{SUBGRAPH}_{\text{col}}(P)$, at least assuming the ETH). Alon and Marx specifically identified constant-degree expanders as a case where “substantially different methods” are needed to eliminate the $\log tw(P)$ factor loss incurred by the reduction of [57]. In light of our lower bounds $C_{\text{col}}(P) \geq \kappa_{\text{col}}(P) = \Omega(|V(P)|)$ when $P$ is a constant-degree expander, it becomes interesting to ask:

**Question 169.** Can it be shown that $\text{SUBGRAPH}_{\text{col}}(P)$ has no $n^{o(\kappa_{\text{col}}(P))}$-time algorithm unless the ETH fails?
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