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ABSTRACT

Today, distributed software infrastructures have become a dominant backbone for cloud computing and modern applications. Large-scale distributed systems such as scalable frameworks, storage systems, synchronization, and cluster management services have emerged as the data center operating system. Unfortunately, the reliability of distributed systems is threatened by non-deterministic concurrency bugs as it executes many complicated distributed protocols on thousands of machines with no common clocks and it must face a variety of random hardware failures. Facing the challenge of concurrency bugs, this dissertation proposes efficient approaches to empower software model checking to quickly unearth concurrency bugs based on the study of a comprehensive characteristics of real-world concurrency bugs in distributed systems.

This dissertation makes three main contributions. First, we present TaxDC, the largest and most comprehensive taxonomy of distributed concurrency (DC) bugs. We study the characteristics of 104 real-world distributed concurrency (DC) bugs along several axes of analysis, such as the triggering timing condition and input preconditions, error and failure symptoms, and fix strategies from four widely-deployed cloud-scale distributed systems: Cassandra, Hadoop MapReduce, HBase, and ZooKeeper. The study of DC bugs characteristics provides many motivation and guidelines for DC bugs detection, testing, and tools design.

Second, we present FLYMC, a fast, scalable, and systematic software model checker for testing distributed systems implementations. To overcome the path/state-space explosion problem in testing complex interleavings of messages and faults, FLYMC introduces three powerful algorithms: state symmetry, event independence, and parallel flips. As a result, collectively, these algorithms make our approach on average $16 \times$ (up to $78 \times$) faster than other state-of-the-art solutions. FLYMC is integrated with eight distributed systems, successfully reproduced twelve known DC bugs, and found ten new DC bugs which all have been confirmed by developers.

Third, we present HMC, a heuristic software model checker to unearth DC bugs faster. By exploiting the properties of distributed systems and software model checking, HMC introduces
four novel algorithms: blocking state-event, last state-event, miss-prediction step, and prioritized node crash, to prioritize more-likely test scenarios that will reach new corner cases. With HMC, we reproduced five DC bugs in Cassandra on average 6× (up to 15×) faster than FLYMC which we consider as the state-of-the-art of systematic software model checker.
CHAPTER 1

INTRODUCTION

“Do we have to rethink this entire [HBase] root and meta ‘huh hah’? There isn’t a week going by without some new bugs about races between splitting and assignment [distributed protocols].” — A comment in HB-4397

Today, beyond single-machine software, distributed software infrastructures have become a dominant backbone for cloud computing and modern applications. Some driving forces for these developments:

- Internet companies (e.g., Google, Amazon, Facebook, Twitter) are handling enormous amounts of data and traffic, forcing them to create new tools to allow them to handle such a scale.

- Businesses want to move rapidly, check assumptions cheaply, and respond quickly to new understandings of the markets by executing fast queries on a huge amount of data.

- CPU clock speeds are hardly improving, but networks are getting faster. Hence, more workloads are executed in a parallel fashion.

- Infrastructure as a Service (IaaS), such as Amazon Web Services, Microsoft Azure, and Google Cloud Platform enables a small group of people to build applications with systems that are distributed across many machines and spread out geographically in many different regions.

- End users and businesses are expecting their cloud services to be highly available. Therefore, system outages become even more unacceptable.

This trend motivates the development of many large-scale distributed systems, such as scalable frameworks [3, 26], storage systems [2, 5, 22, 27], synchronization [6, 21], and cluster management
services [4, 49]. The synergy of all of these distributed systems has emerged as the datacenter operating system. As a result, increasing numbers of developers write complex large-scale distributed systems and billions of end-users rely on the reliability of these systems.

1.1 Motivation

1.1.1 Concurrency Bugs in Distributed Systems

Unfortunately, the reliability of distributed systems is severely threatened by non-deterministic concurrency bugs which we refer to as distributed concurrency (DC) bugs. Distributed systems execute many complicated distributed protocols (e.g., serving millions of users’ requests, operating background tasks such as data replication, data compaction, garbage collection) on hundreds/thousands of machines with no common clocks and even more, it must face a variety of random failures [30, 45]. Furthermore, most developers think and program sequentially, thus, they can easily make mistakes when thinking about multiple components or events of distributed systems execute concurrently.

This combination makes distributed systems prone to DC bugs caused by non-deterministic timing of distributed events, such as message arrivals, node crashes, reboots, local computations, and timeouts. And as hinted by the developers’ comments quoted throughout this dissertation, DC bugs manifest non-deterministically. Hence, they are extremely difficult to detect, diagnose and mitigate. Many of them can take weeks/months to resolve.

A large body of local concurrency (LC) bugs work has focused on concurrency issues in single-machine multi-threaded software, such as many comprehensive LC bug studies [34, 69], detection tools [68, 70, 82], testing frameworks [56, 84], and auto-fixing approaches [52, 77]. On the other hand, DC bugs have not received the same amount of attention within the research community.
1.1.2 Impacts of Concurrency Bugs in the Real World

As DC bugs are timing-related bugs, they manifest non-deterministically and if they do, DC bugs can cause fatal implications such as operation failures, deadlocks, downtimes, data loss, and inconsistencies. That is, DC bugs can make software as a single point of failure.

In April 2011, Amazon Elastic Compute Cloud (EC2) and Amazon Relational Database Service (RDS) experienced eleven hours of service outage in its US East Region service [15]. In summary, a subset of the Amazon Elastic Block Store (EBS) volumes in a single Availability Zone within the US East Region became unable to service read and write operations. Hence, EC2 and RDS who access data in the EBS fails to execute client requests. Some companies that are affected by these major outage are Reedit, Quora, FourSquare, Hootsuite, parts of the New York Times, ProPublica, and 70 other sites [16]. And after the AWS developers contained the issue, these websites still need to wait over 36 hours to get back to normal service. This incident has violated AWS Service Level Agreement (SLA) at that moment which guaranteed 99.95% availability – equal to a maximum of 4.4 hours of downtimes in a year. It caused a major financial loss and harmed Amazon’s reputation as a trusted cloud service provider.

Further investigation found that the incident was triggered by a network misconfiguration which caused a re-mirroring storm in the EBS cluster. Eventually, the re-mirroring storm exposed DC bug in the EBS cluster as a huge amount of network traffic was directed to these EBS nodes. In detail, as multiple messages are received, the EBS node could not handle the race condition of those messages which previously very rare to happen, hence the EBS node crashed. During the worst condition, up to 13% of the EBS cluster died and the rest of the cluster must handle the overwhelmingly high traffic that it is out of what it was designed to handle.

Lastly, after AWS has fully recovered from the outage incident, it still took another couple of weeks for AWS to resolve the DC bug in the EBS node. This incident shows how severe the impact that DC bugs can cause, how important it is to detect DC bugs in distributed systems prior to shipping it into the production site, and how hard it is to test and fix them.
1.2 Building More Reliable Distributed Systems

As we have seen the sad reality that our distributed systems are prone to DC bugs, in this section, we propose our approaches to improve distributed systems reliability. First, we introduce TaxDC [60], the largest and most comprehensive taxonomy of distributed concurrency bugs. Next, we present FLYMC [71], a fast, scalable, and systematic software model checker for testing distributed systems implementations. Lastly, we present HMC, a heuristic software model checker to unearth DC bugs faster.

1.2.1 TaxDC: A Taxonomy of Distributed Concurrency Bugs

A lot of studies have closely examined LC bugs in various software systems [23, 34, 67, 69, 76, 80, 89] which have motivated and guided many aspects of building reliable multithreaded applications. Unfortunately, DC bugs have not received the same amount of attention within the research community yet.

There are a few bug studies on large-scale distributed systems that have been conducted [45, 61], but they did not specifically dissect DC bugs. There is also another analysis on non-determinism bugs in MapReduce, but that analysis only discussed five bugs [92]. Therefore, we believe to make progress in combating DC bugs a comprehensive DC bug study is needed.

In this dissertation, we close the gap by performing a large-scale DC bug study. We study 104 real-world DC bugs from four popular open-source distributed systems: Cassandra, HBase, Hadoop MapReduce, and ZooKeeper. We focus our DC bug characteristic study by evaluating what triggers the DC bug to happen, how the DC bug is manifested, and how developers decided to fix those DC bugs.

As a result, our study produces the first complete taxonomy of DC bugs (TaxDC) which we release publicly. TaxDC database contains detailed characteristics of DC bugs that are stored in the form of 2,083 classification labels and 4,528 lines of re-enumerated steps to the bugs that we added manually. We hope that TaxDC will instill various future research on combating DC bugs,
such as detecting them early before the systems reach into production sites, tools and mechanisms to prevent failures to happen, and automated fixing techniques.

1.2.2 FLYMC: A Fast, Scalable, and Systematic Software Model Checker

Ideally, bugs should be unearthed in testing, not in deployment [28]. One systematic testing technique that fits the bill is software model checking that runs directly on implementation-level distributed systems [43, 46, 55, 59, 86, 93, 94]. These software model checkers attempt to exercise many possible interleavings of non-deterministic events such as messages and fault timings, hereby pushing the target system into unexplored states and potentially revealing hard-to-detect DC bugs.

One nemesis of software model checkers is the path-/state-explosion problem. As a quick illustration, suppose there are 10 concurrent messages (events) \{a, b, ..., j\}, a naive software model checker that explore with a depth-first search (DFS) strategy has to exercise \(10!\) (factorial) unique execution paths (ab..ij, ab..ji, and so on). For this reason, software model checkers have the reputation of being limited to short runs, often just a few events [78].

To tackle this problem, we present FLYMC, a fast, scalable, and systematic software model checker that covers all states relevant to observable events for testing distributed systems implementations. FLYMC achieves scalability by leveraging the internal properties of distributed systems with two reduction algorithms: state symmetry, and event independence; and one prioritization algorithm: parallel flips.

We integrated FLYMC with 8 various distributed systems, and thus, FLYMC successfully reproduced 12 known bugs and detected 10 new bugs which all are confirmed by the developers. In comparison to the state-of-the-art of software model checkers, FLYMC on average is \(16 \times\) (up to \(78 \times\)) faster.
1.2.3 HMC: Heuristic Algorithms To Speed Up Software Model Checker

Reduction algorithms (e.g., DPOR [33, 37]) have shown its power to reduce the number of paths that need to be explored by a checker. Unfortunately, the number of paths left in the to-explore paths oftentimes are still too big to be explored in a limited time budget (e.g., one day). Hence, a checker needs to maximize its ability to discover corner cases by introducing heuristic algorithms that help guide the checker to choose which prefix paths that it should explore next among all to-explore paths.

Prior works, such as MACEMC [55] and PCPCT [74] have introduced random algorithms that are simple to be implemented in a checker, but yet have a reasonable power to direct the checker to reach corner cases. MoDIST citeYang+09-Modist and taPCT [75] improves this approach by combining random heuristic with some DPOR and bounded-depth exploration.

But as we explore checker literature, specifically for exploring multithreaded applications [31, 40, 42, 90], there exists an alternative approach that potentially provides a better result than exploring the state space randomly. That is, by staying systematic and exploiting the checker and the target system properties (e.g., queue size, thread interleavings). So, instead of using the naive depth-first search (DFS) approach to explore the to-explore paths, a checker could implement some heuristics to prioritize some prefix paths over the others. The heuristic algorithms goal is to help the checker to explore more-likely prefix paths that will lead the checker to explore states that it has not explored before.

We present HMC, a systematic software model checker to quickly reach corner cases that are empowered with four novel heuristic algorithms: (1) Blocking State-Event, (2) Last State-Event, (3) Miss-Prediction Step, and (4) Prioritized Node Crash. We have integrated HMC to 3 versions of Cassandra, and HMC successfully reproduced 5DC bugs on average $6\times$ (up to $15\times$) faster than FlyMC which we consider as the state-of-the-art of systematic software model checker. Hence, HMC shows that a checker can systematic and yet explore corner cases faster.
1.3 Summary of Contributions / Overview

Below is the summary of our contributions (and also how the rest of the dissertation is organized).

- **Background and Related Work:** Chapter 2 provides the background on the difference between local concurrency (LC) bugs and distributed concurrency (DC) bugs (Section 2.1), what software model checking is and its challenge (Section 2.2), and existing research ideas to tame the software model checking challenge (Section 2.3).

- **Problem:** We start presenting the first contribution of this dissertation in Chapter 3, which elaborates the taxonomy of DC bugs in several axes of analysis, such as the triggering conditions (Section 3.2), the error and failure symptoms (Section 3.3), and the fix strategies (Section 3.4).

- **Solutions:** The next two chapters focus on empowering software model checking with reduction algorithms, heuristic algorithms, and various design optimizations to speed up its efficiency in detecting DC bugs. Chapter 4 presents FLYMC, a fast, scalable, and systematic model checker, and chapter 5 presents HMC, a software model checker that is equipped with smart heuristic algorithms.

- **Conclusions and Future Work:** Chapter 6 concludes this dissertation by summarizing our work and highlighting the lessons that we learned, and lastly, discussing various directions for future work to further improve distributed systems reliability.
CHAPTER 2

BACKGROUND AND RELATED WORK

“I’m suspecting there is a race condition.” — A comment in ZK-1496

This chapter provides some background on various aspects important to this dissertation. First, Section 2.1 identifies the distinction between concurrency bugs in multi-threaded applications and distributed systems. Second, Section 2.2 explains the concept of software model checking, how it works, and the challenge for software model checking to detect DC bugs. Lastly, Section 2.3 and Section 2.4 will briefly expose how existing software model checkers overcome the challenges and what other techniques exist to combat DC bugs.

2.1 The Difference Between DC bugs and LC bugs

When developers heard about concurrency issues, they mostly are going to associate it with single-machine multi-threaded applications where there might exist conflicting accesses to a shared memory location by multiple thread interleavings simultaneously, also known as local concurrency (LC) bugs. LC bugs happens due to one of these root causes:

- **Data race:** a situation where two shared memory locations are accessed by different threads simultaneously without proper synchronization and at least one of the accesses involves a write operation.

- **Atomicity violation:** a situation where concurrent threads unexpectedly violate the developers’ assumptions of the atomicity of a certain code region.

- **Order Violation:** a situation where concurrent threads violate developers assumptions of two groups of operations to be executed in a certain order.
Well-trained developers will avoid these LC bugs by putting locks and synchronization mechanisms around the block of shared memory accesses, as often as possible use immutable objects in concurrent operations, use thread-safe objects, etc. But in practice, building reliable multi-threads applications are still hard because when LC bugs occur, they are non-deterministic, hence they are hard to debug, test, and to fix.

In distributed systems, on top of the LC bugs, the systems are also prone to distributed concurrency (DC) bugs as a result of multiple nodes’ interactions in distributed protocols. Although these nodes don’t share memory accesses, their network communications timing (e.g., message arrivals timing) and when data from other nodes’ messages will be used in a node’s local computation might cause concurrency issues in distributed systems. Furthermore, computer networks might act randomly due to some network partitions, package delays due to nonoptimal package routing, and package drops.

In order to save costs, most of the time distributed systems are run on top of commodity hardware which will fail often. But because these systems serve a large-scale number of client requests, they are expected to be highly available and fault-tolerant. In other words, distributed systems’ developers are expected to anticipate failures to arise in any moment of any data operations, such that no data will get corrupted, lost, or end up being inconsistent across the nodes or between the system and the client-side. Therefore, building highly available, fault-tolerant distributed systems is an extremely challenging task [17, 47].

To conclude, DC bugs do not only involve messages and concurrent computations interleavings but it also involves hardware failures timing. Figure 2.1 displays a DC bug in Cassandra that happens because of an untimely order of message arrivals and an untimely node crashes. Suppose only one element occurs, the DC bug will not get manifested.
CA-12438:
(1) A client submits Paxos Write-1 (W1) to node A with a column in key K’s row.
(2) Node A sends W1’s prepare messages and propose messages.
(3) All nodes accepted the prepare and propose messages.
(4) Node A sends W1’s commit messages.
(5) Node C crashes before accepting the commit message.
(6) Nodes A and B accepts the W1’s commit messages. At this point, A and B have stored W1 locally.
(7) Node C reboots.
(8) Another client submits Paxos Write-2 (W2) to A, updating another column in key K’s row.
(9) Node A sends W2’s prepare messages (then propose and commit messages), accepted by all the nodes. At this point, Paxos nodes incorrectly have inconsistent data; A and B store W1-2, but C only stores W2 locally. The read repair did not happen during W2’s preparation. Thus, if a client reads K from C, she would get an inconsistent data (missing W1’s update).

Figure 2.1: A DC Bug in Cassandra Paxos. The list above summarizes the total order of 48 messages including one crash and one reboot at specific timings.

2.2 Software Model Checking

One technique that is effective to detect DC bugs is software model checking. In this dissertation, we focus on software model checking that is directly integrated into the distributed system implementation. The main goal of a software model checker (in short, checker) is to quickly detect DC bugs by controlling all non-deterministic events and determining how the order of all observed events should be explored. Now, let’s go through the common design of the checkers.

As shown in Figure 5.3, when a checker explores a path, the path will go through two phases: (1) path exploration where it interacts with the target system nodes and (2) path evaluation where it evaluates the explored path.

- Path Exploration: In this phase, the checker runs the target workload (e.g., in nodes A and B) and intercepts all in-flight messages (e.g., the four concurrent messages $a_1$, $a_2$, $b_1$, and $b_2$ intercepted by the gray “hooks”) to control their timings. It then enables one message (or other) event at a time (e.g., enable $b_1$). The checker’s hooks wait briefly for the target system to reach a
Figure 2.2: A checker architecture. The figure illustrates a typical usage of a distributed system model checker as explained in Section 2.2.

quiesce state (after $b_1$ is processed) and wait for nodes to pass the new global states (e.g., $S_1$) to the checker which records it into the state-event history. Global states are a combination of all nodes’ local states. The testers decide which state variables are important to be observed (e.g., role, leader, ballot number) – a common practice in past checkers. Lastly, the checker runs the assertions to find any safety and liveness violation in the new global state.

After an event is enabled, it is possible that the target system nodes react by sending more message events which will be intercepted again by the checker (e.g., $a_3$ generated in response to $b_1$, not shown in the figure). This whole process repeats ($S_0+b_1\rightarrow S_1$, $S_1+b_2\rightarrow S_2$, ... $a_3\rightarrow$...) until the checker reaches a termination point - either when a specification is violated or the workload ends without any violation. This forms an explored path (e.g., $b_1b_2...a_3$). A path implies a unique total ordering of events.

- **Path Evaluation:** In this phase, the checker will permute all possible interleavings of the explored path and restart the workload. For example, it might flip $b_2$ before $b_1$, hence generating a new prefix path $b_2b_1...$ within the same workload. Paths can also contain crash/reboot events; for example, a path $b_1B\uparrow b_2...$ implies a crash $B$ and a reboot $B\uparrow$ on node $B$ are injected after $b_1$ is processed but before $b_2$ arrives. The whole path explorations finish (has exhausted all state space) when there are no more paths left in the to-explore paths.
• **Causal Dependency**: A checker must also track causal dependency by using vector clocks. In the example above, if after $a_1$ is enabled, the checker intercepts $c_1$, then $c_1$ is *causally dependent* on $a_1$. That is, $c_1$ has a happens-before relationship with $a_1$. Later on, if enabling $c_1$ generates $a_3$, then $a_3$ is causally dependent on $c_1$ (and also $a_1$), thus $a_1$ and $a_3$ cannot be flipped due to their causal dependency.

• **The Path Explosion Problem**: As a checker must permute all the possible interleavings, it faces the *path explosion* problem (or also known as state-space explosion problem). In a naive depth-first-search (DFS) method, $E$ concurrent events will generate $E!$ (factorial) paths to exercise. The more complex the workload (*e.g.* number of nodes, system API calls, messages involved as a consequence of the system API calls, crash and reboot events), the larger number of events that need to be permuted.

### 2.3 Software Model Checking Strategies on Detecting DC Bugs

As mentioned before, the main issue that checkers have to overcome is the path-/state-explosion problem. Table 2.1 summarizes the difference between many state-of-the-art checkers. To address the path-explosion problem, some checkers employ reduction algorithms to skip paths that would lead to “similar” states that have been explored before. Such algorithms must be systematic and generic (*i.e.*, not based on randomness or bug-specific knowledge). Another direction that other checkers take is to direct the path explorations based on random walk or some heuristic algorithms.

Subsequent works, CrystalBall [93] and dBug [86] adopted Dynamic Partial Order Reduction (DPOR) independence [33, 37] in a black-box manner without domain-specific knowledge (“■” ✓ and “Ind” ✓ in Table 2.1). The $\mathcal{X}+N^\uparrow$ column in Table 2.1 shows that prior checkers did not interleave crash and reboot timings (to limit the path explosion).

To explain the concept of *independency* in DPOR, let us assume the target system is at state $S_i$ with two concurrent events $a_1$ and $a_2$ to enable. If $a_1a_2$ and $a_2a_1$ orderings would lead to different states $S_j$ and $S_k$, then $a_1$ and $a_2$ are *dependent*. Thus, dependent events should be reordered to
Table 2.1: State-of-the-art DC checkers. The table is described in Section 2.3. “■” denotes a black-box approach; “□” a white-box approach; “Ind” independence; “Sym” symmetry; “Ran” random; “Heu” heuristic; “\(\mathcal{N}+N\uparrow\)” number of crashes and reboots injected;

<table>
<thead>
<tr>
<th></th>
<th>■</th>
<th>□</th>
<th>Ind</th>
<th>Sym</th>
<th>Ran</th>
<th>Heu</th>
<th>(\mathcal{N}+N\uparrow)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrystalBall [93]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dBug [86]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAMC [59]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>≤3</td>
<td></td>
</tr>
<tr>
<td>MACE [55]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCPCT [74]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MODIST [94]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>taPCT [75]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

explore new state transitions. Note that “dependent” here is not the same as “causally dependent”; in model checking terminology, two events are dependent if their different interleavings lead to two different states.

However, if both \(a_1a_2\) and \(a_2a_1\) orderings would lead to the same state \(S_j\), then \(a_1\) and \(a_2\) are independent. In other words, exploring one of the reorderings is sufficient, while the other reordering is unnecessary/redundant.

SAMC [59] is the first checker that enhances DPOR’s independence by exploiting white-box information (“□” ✓ in Table 2.1). SAMC allows testers to write some domain-specific algorithms by providing some guiding principles on what kind of rules can cautiously be implemented. Furthermore, SAMC also employs symmetry-based reduction algorithms to handle path with crash and reboot events (“Sym” ✓ in Table 2.1).

Symmetry algorithms [32, 88] that SAMC implemented is another major foundation of reduction algorithms. This line of method exploits the architectural symmetry present in the target system. For example, in a ring of nodes, one can rotate the ring and observe the same overall behavior. As another example, if there are three follower nodes all have equal roles, a checker does not need to crash each of the follower nodes in different paths. The implementation of symmetry requires state abstraction. For example, crashing Node 1 (a follower) at global state \(S\) is essentially recorded as crashing a follower at global state \(S\). Thus, in another path, if the checker
attempts to crash Node 2 (another follower) at the same global state $S$, the checker will skip such an attempt as “crashing a follower at state $S$” has been done before. In other words, it will create an unnecessary/redundant path.

On the other directions, MACEMC [55], PCPCT [74], and others [10, 13] decided to implement some random algorithms to direct the path explorations (“Ran”✓ in Table 2.1). Random algorithms are arguably easier to implement but yet could speed up the checkers substantially in comparison to DFS approach. Lastly, some checkers, such as MODIST [94] and taPCT [75] have combined both randomnesses with DPOR algorithm and some depth-bounded exploration heuristics (“Heu”✓ in Table 2.1).

There are also other checkers such as DIR [46] and LMC [43] that mainly address the decoupling of local and global explorations (they are not shown in Table 2.1). Finally, others suggested parallelizing DPOR by distributing the path executions across many worker nodes [87, 95]. We believe that these checkers advancements are orthogonal to the reduction and heuristic algorithms mentioned above.

2.4 Other Related Work

**VERIFICATION AND TESTING:** There is a growing body of work on new verifiable programming frameworks for distributed systems (e.g., IronFleet [48], PLang [29], Verdi [91]). Such methods are more formal than checkers, but the developers must write proofs that are typically in the thousands of lines. Another work evaluated three formally verified distributed systems including IronFleet and Verdi and uncovered bugs in their implementations [35] (e.g., due to the interaction between the verified and unverified modules). Compared to verification and testing [44, 53, 54] or bug-finding tools [63, 64], software model checking is often considered to be in “between” [19, 39]; for example, checkers deliver higher coverage than testing/bug-finding tools but lower than verification. However, the development cost is cheaper than verification but higher than testing. Our view is that all the techniques above complement each other and advancing each of the areas is
critical to improve distributed systems reliability.

**Post-mortem diagnosis:** Post-mortem methods such as record-and-replay [36, 65, 66] and flow reconstruction [83, 98] are popular methods to reverse engineer failures. However, tracing is often done in a coarse-grained way [72, 81, 85], but thousands of messages arrive per second and not all of them are logged, thus not all DC bugs can be reconstructed easily in post-mortem analysis. ZooKeeper developers shared with us that occasionally more than ten of iterations of log changes over a long period of time are required to replay DC-related failures at customer sites.
CHAPTER 3

TAXDC: A TAXONOMY OF DISTRIBUTED CONCURRENCY BUGS

“It definitively doesn’t look good that this messages comes so late, but I feel this is a serious issue of the SERIAL/LOCAL _ SERIAL consistency levels since this breaks the basic guarantee they [Paxos protocol] exist to provide, ...” — A comment in CA-12126

This chapter presents our in-depth analysis of 104 distributed concurrency (DC) bugs. The bugs came from four popular distributed systems: Cassandra [2], HBase [5], Hadoop MapReduce [3], and ZooKeeper [6]. We introduce TaxDC, a comprehensive taxonomy of real-world DC bugs across several axes of analysis such as the triggering timing condition and input preconditions, error and failure symptoms, and fix strategies, as shown in detail in Table 3.1. The results of our study are stored in the form of 2,083 classification labels in TaxDC database [1].

As our main contribution, TaxDC will be the first large-scale DC-bug benchmark. In the last five years, bug benchmarks for local concurrency (LC) bugs have been released [51, 96], but no large-scale benchmarks exist for DC bugs. Researchers who want to evaluate the effectiveness of existing or new tools in combating DC bugs do not have a benchmark reference. TaxDC provides researchers with more than 100 thoroughly taxonomized DC bugs to choose from. Practitioners can also use TaxDC to check whether their systems have similar bugs. The DC bugs we studied are considerably general, representing bugs in popular types of distributed systems.

As a side contribution, TaxDC can help open up new research directions. In the past, the lack of understanding of real-world DC bugs has hindered researchers to innovate new ways to combat DC bugs. The state of the art focuses on three lines of research: monitoring and postmortem debugging [36, 65, 66, 78], testing and model checking [46, 55, 59, 86, 94], and verifiable language frameworks [29, 91]. We hope our study will not only improve these lines of research, but also inspire new research in bug detection tool design, runtime prevention, and bug fixing.
3.1 Methodology

Our study examined bugs from four widely-deployed open-source distributed systems that represent a diverse set of system architectures: Hadoop MapReduce (including Yarn) [3] representing distributed computing frameworks, HBase [5] and Cassandra [2] representing distributed key-value stores (also known as NoSQL systems), and ZooKeeper [6] representing synchronization services. They are all fully complete systems containing many complex concurrent protocols. Throughout this chapter, we will present short examples of DC bugs in these systems. Some detailed examples are illustrated in Figure 3.2 and 3.4.

The development projects of our target systems are all hosted under Apache Software Foundation wherein organized issue repositories (named “JIRA”) are maintained. To date, across the four systems, there are over 60,000 issues submitted. One major challenge is that issues pertaining to DC bugs do not always contain plain terms such as “concurrency”, “race”, “atomicity”, etc. Scanning all the issues is a daunting task. Thus, we started our study from an open source cloud bug study (CBS) database [1], which already labels issues related to concurrency bugs. However, the CBS work did not differentiate DC from LC bugs and did not dissect DC bugs further.

From CBS, we first filtered out LC bugs, then exclude DC bugs that do not contain clear description, and finally randomly picked 104 samples from the remaining detailed DC bugs, specifically 19 Cassandra, 30 HBase, 36 Hadoop MapReduce, and 19 ZooKeeper DC bugs, reported in January 2011-2014 (the time range of CBS work). We have seen much fewer clearly explained DC bugs in CBS from Cassandra and ZooKeeper than those from HBase and Hadoop MapReduce, which may be related to the fact that they are different types of distributed systems. For example, ZooKeeper, as a synchronization service, is quite robust as it is built on the assumption of event asynchrony since day one. Cassandra was built on eventual consistency, and thus did not have many complex transactions, until Cassandra adopts Paxos for its Light Weight Transaction (LWT) protocol. Up until today, we still see many DC bugs are reported to each system’s JIRA repository.
### 3.1.1 Taxonomy

<table>
<thead>
<tr>
<th>Triggering (Section 3.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the triggering timing condition?</strong></td>
</tr>
<tr>
<td>Message arrives unexpectedly late/early</td>
</tr>
<tr>
<td>Message arrives unexpectedly in the middle</td>
</tr>
<tr>
<td>Fault (component failures) at an unexpected state</td>
</tr>
<tr>
<td>Reboot at an unexpected state</td>
</tr>
<tr>
<td><strong>What are the triggering inputs preconditions?</strong></td>
</tr>
<tr>
<td>Fault, reboot, timeout, background protocols, and others</td>
</tr>
<tr>
<td><strong>What is the triggering scope?</strong></td>
</tr>
<tr>
<td>How many nodes/messages/protocols are involved?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Errors &amp; Failures (Section 3.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the error symptom?</strong></td>
</tr>
<tr>
<td>Local memory exceptions</td>
</tr>
<tr>
<td>Local semantic error messages &amp; exceptions</td>
</tr>
<tr>
<td>Local hang</td>
</tr>
<tr>
<td>Local silent errors (inconsistent local states)</td>
</tr>
<tr>
<td>Global missing messages</td>
</tr>
<tr>
<td>Global unexpected messages</td>
</tr>
<tr>
<td>Global silent errors (inconsistent global states)</td>
</tr>
<tr>
<td><strong>What is the failure symptom?</strong></td>
</tr>
<tr>
<td>Node downtimes, data loss/corruption, operation failures, slowdowns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fixing (Section 3.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What is the fix strategy?</strong></td>
</tr>
<tr>
<td>Fix Timing: add global synchronization</td>
</tr>
<tr>
<td>Fix Timing: add local synchronization</td>
</tr>
<tr>
<td>Fix Handling: retry message handling at a later time</td>
</tr>
<tr>
<td>Fix Handling: ignore a message</td>
</tr>
<tr>
<td>Fix Handling: accepting a message without new computation logics</td>
</tr>
<tr>
<td>Fix Handling: others</td>
</tr>
</tbody>
</table>

Table 3.1: **Taxonomy of DC Bugs.**

We study the characteristics of DC bugs along three key stages: triggering, errors & failures, and fixing (Table 3.1). *Triggering* is the process where software execution states deviate from correct to incorrect under specific conditions. At the end of this process, the manifestation of DC bugs changes from non-deterministic to deterministic. *Errors and failures* are internal and external software misbehaviors. *Fixing* shows how developers correct the bug. We will discuss in detail
these categories in their respective sections.

### 3.1.2 Threats to Validity

For every bug, we first ensure that the developers marked it as a real bug (not a false positive). We also check that the bug description is clear. We then re-enumerate the full sequence of operations (the “steps”) to a clearer and more concise description such as the ones in Figure 3.2. Our study cannot and does not cover DC bugs not fixed by the developers. Even for fixed bugs, we do not cover those that are not described clearly in the bug repositories, a sacrifice we had to make to maintain the accuracy of our results.

Readers should be cautioned not to generalize the statistics we report as each distributed system has unique purpose, design and implementation. For example, we observe 2:1 overall ratio between order and atomicity violations Section 3.2.1, however the individual ratios are different across the four systems (e.g. 1:2 in ZooKeeper and 6:1 in MapReduce). Like all empirical studies, our findings have to be interpreted with our methodology in mind.

### 3.1.3 TaxDC Database

We name the product of our study TaxDC database. TaxDC contains in total 2,083 classification labels and 4,528 lines of clear and concise re-description of the bugs (our version, that we manually wrote) including the re-enumeration of the steps, triggering conditions, errors and fixes. We release TaxDC to the public. We believe TaxDC will be a rich “bug benchmark” for researchers who want to tackle distributed concurrency problems. They will have sample bugs to begin with, advance their work, and do not have to repeat our multi-people-year effort.

---

1. Please check our group website at [http://ucare.cs.uchicago.edu](http://ucare.cs.uchicago.edu)
3.1.4 Detailed Terminologies

Below are the detailed terminologies we use in this chapter. We use the term “state” to interchangeably imply local state (both in-memory and on-disk per-node state) or global state (a collection of local states and outstanding messages). A protocol (e.g., read, write, load balancing) creates a chain of events that modify system state. User-facing protocols are referred as foreground protocols while those generated by daemons or operators are referred as background protocols.

We consider four types of events: message, local computation, fault and reboot. The term fault represents component failures such as crashes, timeouts, and disk errors. A timeout (system-specific) implies a network disconnection or busy peer node. A crash usually implies the node experiences a power failure. A reboot means the node comes back up.

Throughout this chapter, we present bug examples by abstracting system-specific names. As shown in Figure 3.1, we use capital letters for nodes (e.g., A, B), two small letters for a message between two nodes (ab is from A to B). Occasionally, we attach system-specific information in the subscript (e.g., AAppMaster sends ab_taskKill message to BNodeManager). We use “I” to imply concurrency (ac/bc implies the two messages can arrive at C in different orders, ac or bc first). A dash, “−”, means causal relation of two events (ab-bc means ab causally precedes bc). Finally, we use “N*” to represent crash, “N!” reboot, and “N+” local computation at N.

We cite bug examples with clickable hyperlinks (e.g., MR-3274). To keep most examples uniform, we use MapReduce examples whenever possible. We use the following abbreviations for system names: “c/CA” for Cassandra, “h/HB” for HBase, “m/MR” for Hadoop MapReduce, and “z/ZK” for ZooKeeper; and for system-specific components: “AM” for application master, “RM” for resource manager, “NM” for node manager, “RS” for region server, and “ZAB” for ZooKeeper atomic broadcast.
3.2 Trigger

DC bugs often have a long triggering process, with many local and global events involved. To better reason about this complicated process, we study them from two perspectives:

1. **Timing conditions** (Section 3.2.1): For every DC bug, we identify the smallest set of concurrent events \( E \), so that a specific ordering of \( E \) can guarantee the bug manifestation. This is similar to the interleaving condition for LC bugs.

2. **Input preconditions** (Section 3.2.2): In order for those events in \( E \) to happen, regardless of the ordering, certain inputs or fault conditions (e.g., node crashes) must occur. This is similar to the input condition for LC bugs.

Understanding the triggering can help the design of testing tools that can proactively trigger DC bugs, bug detection tools that can predict which bugs can be triggered through program analysis, and failure prevention tools that can sabotage the triggering conditions at run time.

### 3.2.1 Timing Conditions

Most DC bugs are triggered by some **timing conditions** (TC), either by untimely delivery of messages, referred to as **message timing bugs**, or by untimely faults or reboots, referred to as **fault timing bugs**. Rarely DC bugs are triggered by both untimely messages and faults, referred to as **message-fault bugs**. Table 3.2 shows the per-system breakdown and Figure 3.3a (TC) the overall breakdown. Since a few bugs are triggered by more than one type of timing conditions (Section 3.2.3), the sum of numbers in Table 3.2 is slightly larger than the total number of DC bugs.

**Message Timing Bugs.** The timing conditions can be abstracted to two categories:

a. **Order violation** (44% in Table 3.2) means a DC bug manifests whenever a message comes earlier (later) than another event, which is another message or a local computation, but not when the message comes later (earlier).
Table 3.2: #DC bugs triggered by timing conditions (Section 3.2.1). The total is more than 104 because some bugs require more than one triggering condition. More specifically, 46 bugs (44%) are caused only by ordering violations, 21 bugs (20%) only by atomicity violations, and 4 bugs (4%) by multiple timing conditions (as also shown in Figure 3.3a).

b. Atomicity violation (20% in Table 3.2) means a DC bug manifests whenever a message comes in the middle of a set of events, which is a local computation or global communication, but not when the message comes either before or after the events.

LC and DC bugs are similar in that their timing conditions can both be abstracted into the above two types. However, the subjects in these conditions are different: shared memory accesses in LC and message deliveries in DC. The ratio between order violation and atomicity violation bugs are also different: previous study of LC bugs showed that atomicity violations are much more common than order violations in practice [69]; our study of DC bugs shows that this relationship does not apply or even gets reversed in several representative distributed systems.

An order violation can originate from a race between two messages (message-message race) at one node. The race can happen between two message arrivals. For example, Figure 3.1a illustrates \( ac/bc \) race at node C in MR-3274. Specifically, \( B_{RM} \) sends to \( C_{NM} \) a task-init message \( (bc_{init}) \), and soon afterwards, \( A_{AM} \) sends to \( C_{NM} \) a task-kill preemption message \( (ac_{kill}) \), however \( ac_{kill} \) arrives before \( bc_{init} \) and thus is incorrectly ignored by C. The bug would not manifest if \( ac_{kill} \) arrives after \( bc_{init} \) (Figure 3.1b). Message-message race can also happen between a message arrival and a message sending. For example, the \( ab/bc \) race in Figure 3.1c depicts HB-5780. In this bug, \( B_{RS} \) sends to \( C_{Master} \) a cluster-join request \( (bc_{join}) \) unexpectedly before a security-key message \( (ab_{key}) \) from \( A_{ZK} \) arrives at B, causing the initialization to abort.

<table>
<thead>
<tr>
<th></th>
<th>Ordering</th>
<th>Atomicity</th>
<th>Fault</th>
<th>Reboot</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>HB</td>
<td>13</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>MR</td>
<td>25</td>
<td>4</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>ZK</td>
<td>4</td>
<td>8</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>All</td>
<td>46</td>
<td>25</td>
<td>26</td>
<td>14</td>
</tr>
</tbody>
</table>
Interestingly, message-message race can also occur concurrently across two nodes. For example, Figure 3.1d illustrates \(ab/ba\) race crisscrossing two nodes A and B in MR-5358. Specifically, \(A_{AM}\) sends \(ab_{kill}\) to a backup speculative task at \(B_{NM}\) because the job has completed, but concurrently the backup task at B sends \(ba_{complete}\) to A, creating a double-complete exception at A. If \(ab_{kill}\) arrives early at B, \(ba\) will not exist and the bug will not manifest (Figure 3.1e).

An order violation can also originate from a race between a message and a local computation (message-compute race). For example, Figure 3.1f illustrates \(ab/b+\) race in MR-4157. First, \(B_{AM}\) was informed that a task has finished and B plans to close the job and remove its local temporary
files \((b+)\). However, just before \(b+\), \(A_{RM}\) sends to \(B\) a kill message \((ab)\) and hence the files are never removed, eventually creating space issues. To prevent the failure, the kill message has to arrive after the local cleanup (Figure 3.1g).

An atomicity violation, as defined above, originates when a message arrives in the middle of a supposedly-atomic local computation or global communication. For example, Figure 3.1h illustrates MR-5009. When \(B_{NM}\) is in the middle of a commit transaction, transferring task output data \((bc)\) to \(C_{HDFS}\), \(A_{RM}\) sends a kill preemption message \((ab)\) to \(B\), preempting the task without resetting commit states on \(C\). The system is never able to finish the commit — when \(B\) later reruns the task and tries to commit to \(C\) \((bc')\), \(C\) throws a double-commit exception. This failure would not happen if the kill message \((ab)\) comes before or after the commit transaction \((bc)\).

**Fault and Reboot Timing Bugs.** Fault and reboot timing bugs \((32\% \text{ in Table 3.2})\) manifest when faults and/or reboots occur at specific global states \(S_i\); the bugs do not manifest if the faults and reboots happen at different global states \(S_j\).

Figure 3.1i illustrates a fault-timing bug in MR-3858. Here, \(A_{NM1}\) is sending a task’s output to \(B_{AM}\) \((ab)\) but \(A\) crashes in the middle \((A^*)\) leaving the output half-sent. The system is then unable to recover from this untimely crash — \(B\) detects the fault and reruns the task at \(C_{NM2}\) \((\text{via } bc)\) and later when \(C\) re-sends the output \((cb)\), \(B\) throws an exception. This bug would not manifest, if the crash \((A^*)\) happens before/after the output transfer \((ab)\).

Figure 3.1j depicts a reboot-timing bug in MR-3186. Here, \(A_{RM}\) sends a job \((ab)\) to \(B_{AM}\) and while \(B\) is executing the job, \(A\) crashes and reboots \((A^*, A!)\) losing all its in-memory job description. Later, \(B\) sends a job-commit message \((ba)\) but \(A\) throws an exception because \(A\) does not have the job information. The bug would not manifest if \(A\) reboots later: if \(A\) is still down when \(B\) sends \(ba_{commit}\) message, \(B\) will realize the crash and cancel the job before \(A\) reboots and \(A\) will repeat the entire job assignment correctly.
Message-Fault Bugs. Four DC bugs are caused by a combination of messages and faults. For example, in Figure 3.2, a message (step 4) arrives in the middle of some atomic operation (step 3-6). This message atomicity violation leads to an error that further requires a fault timing (step 8) to become an externally visible failure.

Finding #1: DC bugs are triggered mostly by untimely messages (64% in Table 3.2) and sometimes by untimely faults/reboots (32%), and occasionally by a combination of both (4%). Among untimely messages, two thirds commit order violations due to message-message or message-computation race on the node they arrive; the others commit atomicity violations.

3.2.2 Input Preconditions

The previous section presents simple timing conditions that can be understood in few simple steps. In practice, many of the conditions happen “deep” in system execution. In other words, the triggering path is caused by complex input preconditions (IP) such as faults, reboots, and multiple protocols. Let’s use the same example in Figure 3.2. First, a fault and a reboot (step 1-2) and a client request (step 4) must happen to create a path to the message atomicity violation (step 4 interfering with step 3-6). Second, conflicting messages from two different protocols (ZAB and

ZK-1264: (1) Follower F crashed in the past, (2) F reboots and joins the cluster, (3) Leader L sync data with F and send snapshot, (4) In the middle of step 3-6, client updates data with Tx-#15; L forwards the update to F, (5) F applies the update in memory only, due to a concurrent sync, (6) L tells F syncing is finished, (7) Client updates data with Tx-#16; F writes update to disk correctly, (8) F crashes, (9) F reboots and joins the cluster again, (10) L sync data with F, but this time L sends only “diff” starting with Tx-#17 (11) F permanently loses data from Tx-#15, inconsistent with L and other followers!

Figure 3.2: ZK-1264 bug description. This figure shows a DC bug caused by a mix of untimely message arrivals and crash event.
NodeJoin initiated in step 2 and 4) have to follow specific bug-triggering timing conditions. Even after the atomicity violation (after step 6), the bug is not guaranteed to lead to any error yet (i.e., a benign race). Finally, the follower experiences an untimely fault (step 8), such that after it reboots (step 9), a global replica-inconsistency error will happen (step 11). Put it in a reverse way, before step 8, the global state is $S_1$ and $S_1 + \text{crash} \rightarrow \text{error}$, and the only way for the system to reach $S_1$ is from complex preconditions such as a fault, a reboot, and some foreground and background protocols.

Statistically, Figure 3.3b (IP-FLT) shows that 63% of DC bugs must have at least one fault. In more detail, Figure 3.3c-e (IP-TO, IP-CR, IP-RB) shows the percentage of issues that require timeouts, crashes and reboots respectively, including how many instances of such faults must be there; the rest is other faults such as disk errors (not shown).

Figure 3.3f (IP-PR) shows how many “protocol initiations” mentioned in the bug description. For example, if the system needs to perform one execution of background protocol and also three concurrent calls to the write protocol, then we label it with four protocol initiations. Up to 3 protocol initiations covers three quarters of DC bugs. When we count the number of unique protocols involved in all the bugs we study, we record 10 Cassandra, 13 HBase, 10 MapReduce, 6 ZooKeeper unique protocols, or 39 protocols in total. This again highlights the complexity of fully complete systems. Figure 3.3g (IP-B/F) shows our categorization of protocols that are concurrently running into foreground only, background only, and foreground-background (mix) categories. More than three quarters of the bugs involve some background protocols and about a quarter involves a mix of foreground and background protocols.

**Finding #2:** Many DC bugs need complex input preconditions, such as faults (63% in Figure 3.3b), multiple protocols (80% in Figure 3.3f), and background protocols (81% in Figure 3.3g).
<table>
<thead>
<tr>
<th>Order (44%)</th>
<th>Atom (20%)</th>
<th>FR (32%)</th>
<th>Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td>No (37%)</td>
<td>Yes (63%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (88%)</td>
<td></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>0 (53%)</td>
<td>1 (35%)</td>
<td>2</td>
<td>3+</td>
</tr>
<tr>
<td>0 (73%)</td>
<td></td>
<td>1 (20%)</td>
<td>2+</td>
</tr>
<tr>
<td>1 (20%)</td>
<td>2 (29%)</td>
<td>3 (24%)</td>
<td>4</td>
</tr>
<tr>
<td>FG</td>
<td>BG (52%)</td>
<td>Mix (29%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1 (27%)</td>
<td>2 (34%)</td>
<td>3+</td>
</tr>
<tr>
<td>1</td>
<td>2 (42%)</td>
<td>3 (48%)</td>
<td>4+</td>
</tr>
<tr>
<td>1</td>
<td>1 (47%)</td>
<td>2 (53%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>1 (92%)</td>
<td>2+</td>
</tr>
<tr>
<td>LM</td>
<td>LSem</td>
<td>LH</td>
<td>LSil</td>
</tr>
<tr>
<td>Local (46%)</td>
<td></td>
<td>Global (54%)</td>
<td></td>
</tr>
<tr>
<td>Explicit (53%)</td>
<td></td>
<td>Silent (47%)</td>
<td></td>
</tr>
<tr>
<td>Operation (47%)</td>
<td></td>
<td>Node</td>
<td>Data (28%)</td>
</tr>
<tr>
<td>FixTime (30%)</td>
<td>FixEasy (40%)</td>
<td>FixMisc (30%)</td>
<td></td>
</tr>
<tr>
<td>Deploy (46%)</td>
<td>Test</td>
<td>Undefined (44%)</td>
<td></td>
</tr>
</tbody>
</table>

(a) TC  (b) IP-FLT  (c) IP-TO  (d) IP-CR  (e) IP-RB  (f) IP-PR  (g) IP-B/F  (h) TS-MSG  (i) TS-ND  (j) TS-PR  (k) TS-UEv  (l) ERROR  (m) ER-L/G  (n) ER-E/S  (o) FAIL  (p) FIX  (q) WHR

Figure 3.3: **Statistical overview of TaxDC.** Timing Conditions (TC) is discussed in Section 3.2.1, Input Preconditions (IP) in Section 3.2.2, Triggering Scope (TS) in Section 3.2.3, Errors (ER) in Section 3.3.1, Failures (FAIL) in Section 3.3.2, Fixes (FIX) in Section 3.4, and Where Found (WHR) in Section 3.6.
Figure 3.4: A Cassandra’s Paxos bug. In CA-6023, three key-value updates (different arrow types) concurrently execute the Paxos protocol on four nodes (we simplify from the actual six nodes). The bug requires three message-message race conditions: (1) \( m \) arrives before \( n \), (2) \( o \) before \( p \), and (3) \( q \) before \( r \), which collectively makes \( D \) corrupt the data and propagate the corruption to all replicas after the last broadcast. Note that the bug would not surface if any of the conditions did not happen. It took us one full day to study this bug.

### 3.2.3 Triggering Scope

We now analyze the **triggering scope** (TS), which is a complexity measure of DC-bug timing conditions. We use four metrics to measure the scope: message (TS-MSG), node (TS-ND), protocol (TS-PR), and untimely event (TS-UEv) counts (see Figure 3.3h-k). This statistic is important with respect to the scalability of model checking, bug detection and failure diagnostic tools.

Message count implies the minimum number of messages involved in \( E \) as defined in the beginning of section 3.2. Figure 3.3h (TS-MSG) shows that one or two triggering messages are the most common, with 7 messages as the maximum. Informally, zero implies fault timing bugs without any message-related races, one implies message-compute race, two implies message-message as in Figure 3.1a, and three implies a scenario such as \( acl(ab-bc) \) race where \( ab \) and \( ac \) are concurrent or non-blocking message sending operations.

The node and protocol scopes present how many nodes and protocols are involved within the message scope. Figure 3.3i-j (TS-ND and TS-PR) shows that the scale of node and protocol triggering scope is also small, mostly two or three nodes and one or two protocols.

The untimely events count implies the total number of order violations, atomicity violations, untimely faults and reboots in the triggering timing condition of a bug. Figure 3.3k (TS-UEv) shows that only eight bugs require more than one untimely events. Four of them are message-fault bugs, each requiring one untimely message and one untimely fault to trigger (e.g., step 4 and 8 in Figure 3.2). Three are fault-reboot timing bugs, each requiring one untimely fault and one
untimely reboot. The last one is CA-6023, shown in Figure 3.4, requiring three message-message order violations to happen.

**Finding #3:** The *timing conditions* of most DC bugs only involve *one to three* messages, nodes, and protocols (>90% in Figure 3.3h-j). Most DC bugs are mostly triggered by only *one* untimely event (92% in Figure 3.3k).

### 3.3 Errors and Failures

#### 3.3.1 Error Symptoms

From the triggering conditions, we then scrutinize the *first* error that happens immediately after. First errors are the pivotal point that bridges the triggering and error-propagation process. Identifying first errors help failure diagnosis get closer to disclosing bug triggering and root causes and help bug detection get closer to accurately predict failures.

We categorize first errors into *local* errors and *global* errors, based on whether they can be observed from the triggering node $N_T$ alone. Here, $N_T$ is the node where triggering ends. It is the receiver node of untimely messages (*e.g.*, node C in Figure 3.1a) or the node with untimely fault (*e.g.*, node A in Figure 3.1i). For each error, we also check whether it is an *explicit* or *silent* error. Table 3.3 and Figure 3.3l (ERR) show the per-system and overall breakdowns respectively. Some MapReduce bugs caused multiple concurrent first errors of different types.

First, DC bugs can manifest into both local explicit errors and local silent errors. The former includes *memory exceptions* such as null-pointer exceptions (5% in Table 3.3) and *semantic errors* such as wrong state-machine transition exceptions thrown by the software (19%). Local silent errors include *hangs*, such as forever waiting for certain states to change or certain messages to arrive which are typically observed implicitly by users (9%), and *local silent* state corruption, such as half-cleaned temporary files (13%).
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Table 3.3: **First error symptoms of DC bugs (Section 3.3.1).** Some bugs cause multiple concurrent first errors.

<table>
<thead>
<tr>
<th></th>
<th>Mem</th>
<th>Sem</th>
<th>Hang</th>
<th>Sil</th>
<th></th>
<th>Wrong</th>
<th>Miss</th>
<th>Sil</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
<td>3</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>HB</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td>15</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MR</td>
<td>2</td>
<td>13</td>
<td>7</td>
<td>4</td>
<td></td>
<td>14</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>ZK</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td></td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>All</td>
<td>5</td>
<td>21</td>
<td>10</td>
<td>15</td>
<td></td>
<td>33</td>
<td>10</td>
<td>18</td>
</tr>
</tbody>
</table>

When local error is non-obvious in $N_T$, we analyze if the error is observable in other nodes communicating with $N_T$. Many DC bugs manifest into explicit global errors through *wrong messages* (29% in Table 3.3). Specifically, the communicating node receives an incorrect message from $N_T$, and throws an exception during the message handling. However, a few DC bugs still lead to silent global errors. These include *missing messages*, where $N_T$ never sends a reply that the communicating node is waiting for in the absence of timeout (9%), and *global silent state corruption* such as replica inconsistencies between $N_T$ and the other nodes (16%).

**Finding #4:** *Local and global* first errors are about equally common; 46% vs. 54% in Figure 3.3m (ER-L/G). About half of the DC bugs generate *explicit* first errors (53%), including local exceptions and global wrong messages, and the remaining DC bugs lead to *silent* errors (47%), as shown in Figure 3.3n (ER-E/S). Some of them immediately lead to hangs in the triggering node $N_T$ (9%) or a node communicating with $N_T$ (9%).

### 3.3.2 Failure Symptoms

Figure 3.3o (FAIL) shows that errors from DC bugs will eventually lead to a wide range of fatal failures including node downtimes (17%), data loss/corruption/inconsistencies (28%), operation failures (47%), and performance degradation (8%). A node downtime happens when the node
either crashes or hangs (i.e., it may still be heartbeating). It happens to both master/leader nodes and worker/follower nodes in our study. Data-related failures and performance problems are an artifact of incorrect state logic induced from DC bugs. For example, in HBase, concurrent region updates and log splittings can cause data loss. In Cassandra, some dead nodes are incorrectly listed as alive causing unnecessary data movement that degrades performance. Node downtimes and data-related failures could also cause some operations to fail. To avoid double counting, we consider a bug as causing operation failures only when it does not cause node downtimes or data-related failures.

3.4 Fixes

We next analyze bug patches to understand developers’ fix strategies. In general, we find that DC bugs can be fixed by either disabling the triggering timing or changing the system’s handling to that timing (fix timing vs. fix handling). The former prevents concurrency with extra synchronization and the latter allows concurrency by handling untimely events properly. Since message timing bugs are fixed quite differently from fault timing bugs, we separate them below.

3.4.1 Message Timing Bug Fixes

The left half of Table 3.4 shows that only one fifth of message timing bugs are fixed by disabling the triggering timing, through either global or local synchronization. Only a couple of bugs are fixed through extra global synchronization, mainly due to its complexity and communication cost. For example, to prevent a triggering pattern $b+/ab$ in Figure 3.1f, MR-5465’s fix adds a monitor on $A_{RM}$ to wait for $ba_{done}$ message from $B_{AM}$ after B finishes with its local computation ($b+$); the result is $b+-ba-ab$ global serialization. More often, the buggy timing is disabled through local synchronization, such as re-ordering message sending operations within a single node. For example, HB-5780’s fix for $ab/bc$ race in Figure 3.1c forces the sending of $bc$ request at B to wait for the receipt of $ab$; the result is $ab-bc$ local serialization at B.
Table 3.4: **Fix strategies for message timing bugs (Section 3.4.1).** Some bugs require more than one fix strategy.

The right half of Table 3.4 shows that fix handling is more popular. Fix handling fortunately can be simple; many fixes do not introduce brand-new computation logic into the system, which can be done in three ways. First, the fix can handle the untimely message by simply retrying it at a later time (as opposed to ignoring or accepting it incorrectly). For example, to handle bc/ac race in Figure 3.1a, MR-3274 retries the unexpectedly-early ac\text{kill} message at a later time, right after the to-be-killed task starts. Second, the fix can simply ignore the message (as opposed to accepting it incorrectly). For example, to handle ab/ba race in Figure 3.1d, MR-5358 simply ignores the unexpectedly-late ba\text{finish} message that arrives after A\text{AM} sends an ab\text{kill} message. Finally, the patch can simply accept the untimely message by re-using existing handlers (as opposed to ignoring it or throwing an error). For example, MR-2995’s fix changes the node AM to accept an unexpectedly-early expiration message using an existing handler that was originally designed to accept the same message at a later state of AM. MR-5198’s fix handles the atomicity violation by using an existing handler and simply cancels the atomicity violating local operation. The rest of the fix-handling cases require new computation logic to fix bugs.

### 3.4.2 Fault/Reboot Timing Bug Fixes

Table 3.5 summarizes fix strategies for fault/reboot timing bugs. Unlike message timing, only rare bugs can be fixed by controlling the triggering timing either globally or locally (e.g., by controlling the timing of the fault recovery actions). A prime example is an HBase cluster-wide restart...
Table 3.5: **Fix strategies for fault/reboot timing bugs (Section 3.4.2).** Some bugs require more than one fix strategy.

<table>
<thead>
<tr>
<th></th>
<th>Fix Timing</th>
<th>Fix Handling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>G</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td>TO</td>
<td>Msg</td>
</tr>
<tr>
<td>CA</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>HB</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>MR</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>ZK</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>All</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

scenario (HB-3596). Here, as A shuts down earlier, B assumes responsibility of A’s regions (via a region-takeover recovery protocol), but soon B shuts down as well with the regions still locked in ZooKeeper and the takeover cannot be resumed after restart. The patch simply adds a delay before a node starts region takeover so that it will likely get forced down before the takeover starts.

For the majority of fault timing bugs, their patches conduct two tasks: (1) detect the local/global state inconsistency caused by the fault and (2) repair/recover the inconsistency. The former is accomplished through timeouts, additional message exchanges, or others (omitted from Table 3.5). The latter can be achieved by simply canceling operations or adding new computation logic.

**Finding #5:** A small number of fix strategies have fixed most DC bugs. A few DC bugs are fixed by disabling the triggering timing (30% in Figure 3.3p), occasionally through extra messages and mostly through local operation re-orderings. Most DC bugs are fixed by better handling the triggering timing, most of which do not introduce new computation logic — they ignore or delay messages, re-use existing handlers, and cancel computation (40%).
3.5 Root Causes

It is difficult to know for sure why many DC-bug triggering conditions were not anticipated by the developers (i.e., the root causes). In this section, we postulate some possible and common misbeliefs behind DC bugs.

“One hop is faster than two hop.” Some bugs manifest under scenario $bc/(ba-ac)$, similar to Figure 3.1a. Developers may assume that $bc$ (one hop) should arrive earlier than $ba-ac$ (two hops), but $ac$ can arrive earlier and hit a DC bug.

“No hop is faster than one hop.” Some bugs manifest under scenario $ba-(b+/ab)$, similar to Figure 3.1f. Developers may incorrectly expect $b+$ (local computation with no hop) to always finish before $ab$ arrives (one hop).

“Atomic blocks cannot be broken.” Developers might believe that “atomic” blocks (local or global transactions) can only be broken unintentionally by some faults such as crashes. However, we see a few cases where atomic blocks are broken inadvertently by the system itself, specifically via untimely arrival of kill/preemption messages in the middle of an atomic block. More often, the system does not record this interruption and thus unconsciously leaves state changes halfway. Contrary, in fault-induced interruption, some fault recovery protocol typically will handle it.

“Interactions between multiple protocols seem to be safe.” In common cases, multiple protocols rarely interact, and even when they do, non-deterministic DC bugs might not surface. This can be unwittingly treated as normally safe, but does not mean completely safe.

“Enough states are maintained.” Untimely events can unexpectedly corrupt system states and when this happens the system does not have enough information to recollect what had happened in the past, as not all event history is logged. We observe that some fixes add new in-memory/on-disk state variables to handle untimely message and fault timings.

“The message sent earlier will take effect earlier” For example, we discussed earlier that MR-3274 is triggered by a $bc/ac$ race, and the software cannot handle $ac_{kill}$ when it arrives earlier than $bc_{init}$.
(Figure 3.1a), In fact, $bc_{\text{init}}$ is caused by another message $ab_{\text{init}}$ that leaves node AAM a while before $ac_{\text{kill}}$ does, which may be why developers assume $bc$ will arrive before $ac$ at C.

**Finding #6:** Many DC bugs are related with a few common misconceptions that are unique to distributed systems.

### 3.6 Other Statistics

We now present other quantitative findings not included in previous discussions. We attempted to measure the complexity of DC bugs using four metrics: (a) the number of “re-enumerated steps” as informally defined in Section 3.1.2, (b) the patch LOC including new test suites for the corresponding bug, (c) the time to resolve (TTR), and (d) the number of discussion comments between the bug submitter and developers. The 25th percentile, median, and 75th percentile for the four metrics are (a) 7, 9, and 11 steps, (b) 44, 172, and 776 LOC, (c) 4, 14, and 48 days to resolve, (d) 12, 18, and 33 comments.

In terms of where the bugs were found, Figure 3.3 (WHR) highlights that 46% were found in deployment and 10% from failed unit tests. The rest, 44%, are not defined (could be manually found or from deployment). Some DC bugs were reported from large-scale deployments such as executions of thousands of tasks on hundreds of machines.

### 3.7 Summary

In this chapter, we have described our thorough study of DC bugs and present TaxDC, the comprehensive taxonomy of DC bugs. We study 104 real-world DC bugs from four popular distributed systems, such as, Cassandra, Hadoop MapReduce, HBase and ZooKeeper, and we categorize them into 3 different key stages: triggering, errors & failures, and fixing. Here we summarize some findings on the intricacies of DC bugs:
Throughout the development of our target systems, new DC bugs continue to surface. Although these systems are popular, there is a lack of effective testing, verification, and analysis tools to detect DC bugs prior to deployment.

Real-world DC bugs are hard to find because many of them linger in complex concurrent executions of multiple protocols. Complete systems contain many background and operational protocols beyond user-facing foreground protocols. Their concurrent interactions can be deadly.

63% of DC bugs surface in the presence of hardware faults such as machine crashes (and reboots), network delay and partition (timeouts), and disk errors. As faults happen, recovery protocols create more non-deterministic events concurrent with ongoing operations.

47% of DC bugs lead to silent failures and hence are hard to debug in production and reproduce offline.

Nevertheless, through a careful and detailed study of each bug, our results also bring fresh and positive insights:

- More than 60% of DC bugs are triggered by a single untimely message delivery that commits order violation or atomicity violation, with regard to other messages or computation. This finding motivates DC bug detection to focus on timing-specification inference and violation detection; it provides simple program-invariant and failure-predictor templates for DC bug detection, failure diagnosis, and run-time prevention.

- 92% of DC bugs are triggered only by a single untimely event. This simple but powerful finding motivates future DC bug detection, failure diagnosis and run-time prevention approaches to find, focus on, and rectify the “single culprit”.

- 53% of DC bugs lead to explicit local or global errors. This finding motivates inferring timing specifications based on local correctness specifications, in the form of error checking already provided by developers.

- Most DC bugs are fixed through a small set of strategies. 30% are fixed by prohibiting the trig-
gering timing and another 40% by simply delaying or ignoring the untimely message, or accepting it without introducing new handling logic. This finding implies unique research opportunities for automated in-production fixing for DC bugs.

We hope our analyses in this chapter will commence more interdisciplinary actions from diverse researchers and practitioners in the areas of concurrency, fault-tolerance and distributed systems to combat DC bugs together.
We have already found and fix many cases ... however it seems exist many other cases.” — A comment in HB-6147

As discussed in Section 2.2, one nemesis of checkers in detecting DC bugs is the path explosion problem. To tame this problem, checkers employ path reduction algorithms. For example, MODIST [94] and some others [86, 93] adapted the popular concept of Dynamic Partial Order Reduction (DPOR) [33, 37], for example “a message to be processed by a given node is independent of other concurrent messages destined to other nodes [hence, not need to be interleaved].” SAMC [59] also extended DPOR further. As a result, reductions significantly improve upon a naive DFS method, as shown by the “mDPOR” and “SAMC” bars on Raft-1 in Figure 4.1.

Despite these early successes, we found that the path explosion problem is still untamed under more complex workloads. For example, under two or three concurrent Raft updates (Raft-2 and -3 workloads in Figure 4.1), the number of paths to explore still increases significantly in MODIST and SAMC. Not to mention a much more complex workload such as Paxos [58] where the path explosion is larger (e.g., Paxos-1 to -3 workloads in Figure 4.1).

To sum up, existing checkers fail to scale under more complex distributed workloads. Yet in reality, some real-world bugs are still hidden behind complex interleavings (Section 4.5). For example, the Paxos bug in Cassandra in Figure 4.2 can only surface under a workload with three concurrent updates with 54 events in total. This kind of bugs will take weeks to surface with existing checkers, wasting testing compute resources and delaying bug finding and fixes. For all the reasons above, to find DC bugs, some checkers mix their algorithms with random walks [94] or manual checkpoints [46], hoping to faster reach “interesting” interleavings that would lead to DC bugs. However, concurrency testing process becomes unsystematic – the random and manual
Figure 4.1: **Checkers scalability.** The x-axis represents the tested protocols (Raft or Paxos) with 1 to 3 concurrent updates. The log-scaled y-axis represents the number of paths to exhaust the search space (i.e., the path explosion). Compared to our checker, FLYMC, current checkers do not scale well under more complex workloads. “mDPOR” stands for MoDIST’s DPOR rule. “↑” indicates incomplete path exploration.

approaches lead to poorer coverage than a systematic coverage of all states relevant to observable events. Thus, a conventional view believes that testing with model checking can only exhaustively search a small space and randomized approaches non-exhaustively search a large space. We show that is field of research, it is feasible to stay systematic and be fast.

In this chapter, we present FLYMC, a fast, scalable, and systematic software/stateless model checker that covers all states relevant to observable events for testing distributed systems implementations. FLYMC achieves scalability by highly leveraging the internal properties of distributed systems with two reduction and one prioritization algorithms. The reduction algorithms reduce unnecessary interleavings (redundant paths) that would lead to the same states already explored before while the prioritization algorithm prioritizes interleavings that would reach corner cases faster. We illustrate the FLYMC’s algorithms as follows:

1. **Communication and state symmetry:** Common in cloud systems, many nodes have the same role (e.g., follower nodes, data nodes). The state transitions of such symmetrical nodes usually depend solely on the order and content of messages, irrespective of the node IDs/addresses. Thus, FLYMC reduces different paths that represent the same symmetrical communication or state transition into a single path.
Figure 4.2: A complex DC bug in Cassandra Paxos (CA-6023). As shown in Figure 3.4, this bug requires three concurrent Paxos updates and only surfaces with the two flips (the prepare message with ballot-2 must be enabled before the commit with ballot-1 and the prepare with ballot-3 before the propose with ballot-2) happening within all the possible flips of the 54 events, resulting in data inconsistency.

(2) Events independency: While state symmetry significantly omits symmetrical paths, many events must still be permuted within the non-symmetrical paths. FLYMC is able to identify a large number of event independencies that can be leveraged to alleviate a wasteful reordering. For example, FLYMC automatically marks concurrent messages that update disjoint sets of variables as independent. FLYMC can also find independency among crash-related events.

(3) Parallel flips: While the methods above reduce message interleavings to every node, in aggregate many flips (reordering of events) must still be done across all the nodes. The problem is that in existing checkers, only one pair of events is flipped (reordered) at a time. To speed this up, parallel flips perform simultaneous reorderings of concurrent messages across different nodes to quickly reach hard-to-reach corner cases.

Finally, not only path reduction but wall-clock speed also matters. Existing checkers must wait a non-negligible amount of time in between every pair of enabled events for two purposes: (1) to prevent concurrency issue within itself and (2) to wait for new updated states from the target system. The wait time is reasonable under simple workloads, but significantly hurts the aggregate testing time of complex workloads. In FLYMC, we optimize this design with local ordering enforcement and state transition caching.

Collectively, the algorithms make FLYMC faster $16 \times$ on average (up to $78 \times$) than other state-of-the-art systematic and random-based approaches, and the design optimizations improve it to $28 \times$ (up to $158 \times$). FLYMC is integrated with 8 widely-used systems, the largest number of integration that we are aware of. Within all of these systems, we model checked 10 protocol imple-
implementations (Paxos, Raft, etc.), successfully reproduced 12 old bugs, and found 10 new critical DC bugs, all confirmed by the developers and all were done in a systematic way without random walks or manual checkpoints.

In the following sections, we will present the highly scalable checker algorithms (Section 4.1), the checker design that is backed with static analysis (Section 4.2), the checker’s optimizations (Section 4.3), and lastly, the implementations and the detailed evaluations of the checker’s effectiveness (Section 4.4-4.5).

4.1 FLYMC Algorithms

By incorporating the properties of distributed systems, we equip FLYMC with two reduction algorithms: communication and state symmetry (Section 4.1.1) and events independency (Section 4.1.2); and one prioritization algorithm: parallel flips (Section 4.1.3). The two reduction algorithms reduce unnecessary interleavings (redundant paths) that would lead to the same states that have been explored before. While the prioritization algorithm prioritizes interleavings that would reach corner cases faster.

Throughout this section, we describe each of the algorithms in the following format: (a) the specific path explosion problem being solved, (b) the intuition for the reduction or prioritization, (c) the algorithm in a high-level description, and (d) a comparison to existing solutions. Later in Section 4.2, we discuss the intricacies of implementing these algorithms correctly and how our static analyses support can help developers in this regard.

4.1.1 Communication and State Symmetry

- **Problem:** Let us imagine a simple communication in Figure 4.3a where message \( k \) triggers \( l \), \( x \) triggers \( y \), and \( k \) and \( x \) are messages of the same type (e.g., a write request). Figures 4.3b and 4.3c show two possible reordered paths \( klyx \) and \( xykl \). While these paths seem to be different, their communication structures in Figures 4.3b-c hint at a possibility for symmetrical reduction.
A method to implement the symmetrical reduction in LC literature is to abstract the system property [24, 25, 88]. Applying this to distributed systems, we initially attempted to abstract only the communication structure, specifically by abstracting the sender and destination node IDs (e.g., IP addresses) to a canonical receiving order; for example in Figure 4.3b, as node B is the first to receive, its node ID is abstracted to node “1” (e.g., $k_{A \rightarrow B}$ becomes $k_{2 \rightarrow 1}$). Similarly in Figure 4.3c, as node A is the first to receive, its node ID is abstracted to node “1” (e.g., $x_{B \rightarrow A}$ becomes $x_{2 \rightarrow 1}$), hence the two figures exhibit a communication symmetry as $k$ and $x$ are messages of the same type from node “2” to “1”.

Unfortunately, this approach is not always effective because most messages carry a unique content. For example, in Paxos, messages $k$ and $x$ carry different ballot numbers, hence cannot be
treated the same. Thus, while the communication structures (the arrows) in Figures 4.3b and 4.3c look symmetrical, abstracting only the messages does not lead to a massive reduction.

• **Intuition:** Fortunately, in many cloud systems, many nodes have the same role (e.g., follower nodes, data nodes) although their node IDs are different. Furthermore, the state transitions of such symmetrical nodes usually depend solely on the order and content of the messages, irrespective of the sending/receiving node IDs.

To illustrate this, let us consider the two communication structures in Figures 4.4a-b, which represent the first phase of a (much simplified) Paxos implementation with two concurrent updates (solid and dashed lines). Node A broadcasts its prepare messages (the solid lines), $a_1$ to itself and $b_1$ to node B, with “1” representing a ballot number 1. Similarly, node B broadcasts $b_2$ to itself and $a_2$ to node A with ballot number 2 (dashed lines).

If we compare the two communication structures in Figures 4.4a-b, they are not symmetrical, unlike the previous example in Figure 4.3. But let’s analyze the state transition of every node, such as the highest ballot number the node has received, as shown in the middle table of Figure 4.4. In this Paxos example, every node only accepts a higher ballot and discards a new lower one, hence the node prepare status monotonically increases (e.g., 1 to 2). In the left ordering, $b_1a_2b_2a_1$ in Figure 4.4a, node A’s state transition is 00222 and B’s is 01122. In the ordering on the right, $a_1b_2a_2b_1$, the state transition is symmetrical (mirrored), 01122 in A and 00222 in B.

To sum up, while the two paths do not exhibit communication symmetry (Figures 4.4a-b), their state transitions are symmetrical (the middle table). Thus, state symmetry can be effective for path pruning (e.g., if $b_1a_2b_2a_1$ is already explored, then $a_1b_2a_2b_1$ is redundant).

• **Algorithm:** To implement symmetry, first, we keep a history of state-event transitions (Section 2.2) that have been exercised in the past, in the following format: $S_i + e_j \rightarrow S_j$ where “S” denotes the global state (i.e., collection of per-node states) and $e_j$ is the next enabled event when the system state is at $S_i$ that transitions the global state to $S_j$. For example, in Figure 4.4a, after the first enabled event $b_1$, we record $00+1 \rightarrow 01$. 
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A ZooKeeper bug with complex timings of multiple crashes (ZK-335). The bug is referenced in Section 4.1.2 and Section 4.5.1. This bug requires 46 events including 3 crash and 3 reboot events, along with two incoming transactions, a complex concurrency between the ZooKeeper atomic broadcast (ZAB) and leader election (LE) protocols.

In addition, we keep a history of \{absState+absEv\} transitions where absState denotes the abstracted global state (in alphabetical order) that excludes the node IDs for symmetrical nodes such as datanodes (and similarly absEv for events). Using the example in Figure 4.4a, the first event will generate \{00+1\} where 00 represents the abstracted state of datanodes A and B (with just the highest ballot numbers, excluding the node IDs) and 1 represents the abstracted a_1 message (with the source and destination node IDs removed). Subsequently, we record \{01+2\}, \{12+2\}, and \{22+1\} to the history. Important to note that state 12 is from the alphabetically ordered state 21; that is, symmetry implementation requires alphabetical/numerical sorting.

With this history, the second ordering \(a_1 b_2 a_2 b_1\) in Figure 4.4b will be marked symmetrical; when \(a_1\) is to be enabled (abstracted to +1) when the system is at state 00, a historical match \{00+1\} will be found. Similarly, for \(b_2\) (abstracted to +2) when the system is at state 01, a match \{01+2\} will be found. One caveat is that state symmetry works less effective in earlier paths as the history is still being built up, but after a few initial paths, the “cache hit rate” increases significantly (more in Section 4.3).

- **Comparison:** In classical (stateful) model checking, symmetry is commonly used, e.g., for symmetrical processors [24, 88]. In distributed checkers, we found none that employs symmetry [43, 46, 55, 59, 86, 93, 94], except SAMC [59]. However, SAMC only uses symmetry for reducing unnecessary crash timings, but not for concurrent messages. FLYMC’s symmetry is more powerful as it also generalizes for crash timings. More specifically, a crash is abstracted as a crash event targeted to a particular node; for example, \{12+2\} implies a crash injected at the node with ballot number 2 (regardless of the datanode IDs).
4.1.2 Events Independency

- **Problem:** While state symmetry significantly omits symmetrical paths, there are many other events to reorder within the non-symmetrical paths. For example, if four messages \(a_1\ldots a_4\) of different types are concurrent to node \(A\), the permutation will lead to \(4!\) times more paths. As some concurrent messages to every node must still be reordered, more reduction is needed.

- **Intuition:** In this context FLYMC adapts the concept of DPOR’s “independency” (aka. commutativity) as mentioned in the introduction. In DPOR, two events \(e_1\) and \(e_2\) are independent if \(S_i + e_1 + e_2 \rightarrow S_j\) and \(S_i + e_2 + e_1 \rightarrow S_j\). That is, if \(e_1 e_2\) or \(e_2 e_1\) result in the same global state transition from \(S_i\) to \(S_j\), the pair of events \(e_1\) and \(e_2\) do not have to be flipped when the system is at \(S_i\), hence reducing the number of paths to explore. An example of independency in distributed systems is when many concurrent messages (to a destination node) update different variables. For example, in some distributed systems such as ZooKeeper, the atomic broadcast protocol might be running concurrently with the leader election protocol (because of a crashed node), but some of the messages in these two protocols do not update the same variables (when the system is at a specific state \(S_i\)), hence they are unnecessary to be flipped.

- **Algorithm:** While the concept of DPOR/independency arose from stateful model checkers (with known state transitions) [18, 33, 37, 79], adapting it to stateless distributed checkers is not straightforward – how can a checker has a prior knowledge that \(S_i + e_1 e_2\) and \(+e_2 e_1\) would lead to the same future state \(S_j\) before exercising the events? For this, c help developers identify disjoint updates ahead of time with the static analyses (more details in Section 4.2.1).

   Essentially, for every message \(n_i\) to a node \(N\), our static analyses builds the live \texttt{readSet} and \texttt{updateSet}, a set of to-be-read and -updated variables, within the flow of processing \(n_i\) at \(N\)’s current state. That is, our approach incorporates the fact that \(n_i\)’s read and update sets can change as node \(N\) transitions across different states. Given such an information, two messages \(n_i\) and \(n_j\) to a node \(N\) are marked independent if \(n_i\)’s \texttt{readSet} and \texttt{updateSet} do not overlap with \(n_j\)’s \texttt{updateSet} at the current state \(S_i\), and vice versa. In addition, if the \texttt{updateSets} of two messages
interact completely and all the variables in the sets are in/decremented by one (e.g., a common acknowledgment increment “ack++” in distributed systems), then the two messages are marked independent/commutative.

Not only reducing unnecessary message interleavings, a scalable checker must reduce unnecessary crash injections at different timings. 50% of DC bugs can only surface with at least one crash injection and 12% require at least two crash events at specific timings [60] (e.g., the ZooKeeper bug in Figure 4.5), which exacerbates further the path explosion problem (imagine different fault timings such as ..a_1a_2A_.., ..a_1A_.., ..a_2A_.., where “A” denotes crashing of node A). Thus, another uniqueness of FLYMC’s adaptation of independency is building the sets above for crash events. For example, if a follower node is crashed (B) and the leader node A reacts by reducing the live-nodes count (e.g., liveNodes--), then B’s updateSet will include A’s liveNodes variable.

**Comparison:** Prior checkers adopted DPOR’s independency, but did not do so in a full extent, hence are not scalable under complex interleavings. For example, MoDIST [94, Section 3.6], CrystalBall [93, Section 2.2] and dBug [86, Section 2] only adopted DPOR with the following rule: “a message to be processed by a given node is independent of other concurrent messages destined to other nodes,” but because they are black-box checkers that do not analyze the target source code, they cannot find more independencies. On the other hand, being a white-box checker, FLYMC exploits access to source code in today’s DevOps-based cloud development where developers are testers and vice versa [62].

SAMC is another example of a white-box checker, but because its algorithms are entirely written manually (no static analyses support) SAMC only introduces cautious and rigid reduction algorithms less powerful than FLYMC’s (note that in FLYMC’s the content of the sets mentioned above will be automatically constructed specifically for each target system). For example, FLYMC generalizes a discarded message ([59, Section 3.3.1]) as an empty updateSet, such a message automatically does not conflict with any other messages, hence not need to be reordered. As another example, a crash that does not lead to new messages (e.g., a quorum is still maintained after
crashing a follower node \( B \) will not be interleaved with all the outstanding messages \[59, \text{Section 3.3.2}\] as FlYMC automatically identifies that the crash event \( B \)'s updateSet (e.g., liveNodes in the leader node) does not conflict with updateSets of in-flight messages.

### 4.1.3 Parallel Flips

- **Problem:** While our previous method reduces message reordering to every node, in aggregate many flips must still be done across all the nodes. The problem is that in existing checkers, to create a new reordered path, only one pair of events is flipped at a time. For example, in Figure 4.6a, two concurrent messages \( a_1 \) and \( a_2 \) are in transit to node \( A \) and four messages \( b_1 \ldots b_4 \) to node \( B \). Figure 4.6b illustrates how existing approaches flip only one non-independent pair of events at a time; for example, after path \#1 \( a_1 a_2 b_1 b_2 b_3 b_4 \), the next path \#2 is created by sliding \( b_4 \) before \( b_3 \), then a subsequent path \#3 with \( b_4 \) before \( b_2 \), and so on. Now, let us suppose that a bug is induced by \( a_2 a_1 \) ordering (i.e., \( a_2 \) must be enabled before \( a_1 \)). In the standard approach above, it will take \( 4! \) reorderings (of the four messages to \( B \)) before we have the chance to flip \( a_2 \) before \( a_1 \).

- **Intuition:** We observed such pattern when analyzing our bug benchmarks. For example, to hit the Paxos bug in Figure 4.2, Prepare\#2 message must be enabled before Commit\#1, both to node \( C \), but there are 8 earlier in-flight messages to other nodes that must be reordered. Worse after that, Prepare\#3 message must arrive before Propose\#2, but there are 5 earlier messages to flip. Thus, the bug-inducing flips are not exercised early.
This problem motivates us to introduce parallel flips. That is, rather than making one flip at a time, parallel flips of pairs of events are allowed. Parallel flips also bode well with a typical developers’ view that mature cloud systems are generally robust in the “first order” (under common interleavings) [14] but simultaneous “uncommon” interleavings across all the nodes may find bugs faster.

- **ALGORITHM**: For the next to-explore path, we flip a pair of two messages in every node, hence \( N \) simultaneous flips across all the \( N \) nodes (but we do not perform multiple flips within a node). For example, in Figure 4.6c, after executing path #1 \( a_1a_2b_1...b_4 \), in path #2 we make both \( a_2a_1 \) and \( b_4b_3 \) flips. This is permissible because the in-flight messages to node \( A \) are independent of those to node \( B \) (per our DPOR adoption in Section 4.1.2). If no parallel flips are possible, we revert back to single flips (e.g., only \( b_4b_2 \) flip in path #3).

We emphasize that parallel flips is a prioritization algorithm rather than a reduction algorithm. That is, this algorithm helps developers to unearth bugs faster but does not soundly reduce the state space, i.e., it may miss covering some unique states. Later when evaluating coverage completeness (Section 4.5.3), parallel flips are not included.

- **COMPARISON**: We are not aware of any distributed checkers that employ an algorithm such as parallel flips. However, in the multithreaded checkers [40] and the software testing literature [20, 41], we found that our approach is in spirit similar to “genetic algorithms” and “branch flipping” where multiple branch constraints are flipped simultaneously to cover more corner cases faster.

## 4.2 FLYMC Static Analyses and Design Challenges

There are several challenges in applying FLYMC algorithms correctly in the context of distributed systems. First, we describe FLYMC static analyses that automatically extract the knowledge about the target system (Section 4.2.1). Next, we describe the challenges in applying the FLYMC algorithms (Section 4.2.2).
4.2.1 Static Analyses Support

While FLYMC’s algorithms are generic, the details (e.g., the if-else predicates for reduction) are specific to a target system. Furthermore, the required predicates can become quite complex, which makes it harder for developers to derive them manually. For this reason, we provide static analyses support in FLYMC, which automatically builds the required predicates from simple annotations provided by the developers. For example, the static analyses automatically build readSet, updateSet, sendSet and diskSet (Section 4.1, Section 4.2.2) containing variable names specific to the target system implementation. Below we describe the input and output formats.

• **INPUT (ANNOTATION):** To use FLYMC’s static analyses, developers only need to annotate a few data structures: (a) node states, (b) messages, and (c) crash handling paths. Annotating node states that matter (e.g., ballot, key, value) is a common practice \[78, 94\], for example:

```java
public class Commit {
  ...
  @FlyMCNodeState
  public final UUID ballot;
  ...
}
```

Annotating message class declarations such as “MessageIn” in Cassandra is relatively simple (note that we only need to annotate the class declarations, but not every instantiation, hence a light annotation). Crash handling paths are typically in the catch blocks of failed network IOs, for example:

```java
try{
  ...
  binaryOutput.writeRecord(quorumPacket,...);
  ...
} catch { @crashHandlingPath ... }
```
In addition, our static analyses also maintains a dictionary of disk IO library calls. On average, the annotation is only 19 LOC per target system that we have studied.

- **OUTPUT:** The output of the analysis is all the variable sets mentioned above, along with the symbolic paths. For example, for Cassandra, the analysis outputs are as follows:

(A) if (m.type == "PROP" && m.ballot > n.ballot)
   updateSet = n.key, n.value, n.ballot
   readSet = n.ballot

(B) if (m.type == "PROP_RESP" && m.resp == true &&
      n.proposeCounter < majority)
   updateSet = n.proposeCounter
   readSet = --

(C) ...

With this output, we can track the relationship of every two concurrent messages \( n_i \) to \( n_j \) to node \( N \). For example, if both messages are type A, they conflict with each other and must be reordered. However, if \( n_i \) is of type A while \( n_j \) is of type B, they exhibit disjoint updates and therefore, do not need to be reordered (but they are independent only at specific states that satisfy the if-predicates above).

To create such an output given the input annotation, our static analyses performs basic data- and control-flow analyses. Our static analyses do not cover multi-variable correlation and pointer/heap analysis (as not needed in our target cloud systems so far; e.g., a message simply arrives, gets processed, and then is deallocated).

### 4.2.2 Design Challenges

- **STATE SYMMETRY:** In reality, not only one variable (e.g., ballot number) is included in the abstracted state, which then raises the question of which variables should be included/excluded in the abstracted information. For example, if the protocol processes the sender IDs (node addresses)
of the messages, then excluding sender IDs from the abstracted event is not safe, as this can incorrectly skip unique event reorderings. Thus, for state symmetry, our static analyses outputs a list of message variables that state transitions depend on, hence cannot be abstracted (excluded). For example, for Cassandra Paxos, neither the sender nor destination datanode IDs are used by the protocol, hence can be safely excluded from the abstracted information.

- **Event Independence:** We address two challenges in implementing event independence.

  First, as we target storage-backed distributed systems, two messages, \( n_i \) and \( n_j \) to node \( N \), might modify two different variables that perhaps will eventually be logged to the same on-disk file. It is not safe to consider them independent as the same file is updated but potentially in different orders. Thus, the two disjoint messages are truly independent only if they are not logged to the same file, which our static analyses tracks (Section 4.2.1).

  The second challenge is similar but more subtle. In distributed settings, reordering of messages to one node cannot be seen as a local impact only, as an arriving message can trigger new messages. This non-local impact must be put into consideration. For example, let us consider two messages \( a_1 \) and \( a_2 \) concurrently arrive at node \( A \) whose local state is \( \{x=0, y=0\} \). Now, let us suppose \( a_1 \) makes \( x=1 \) and \( a_2 \) makes \( y=2 \). Here, the two messages seem to be disjoint. However, if after processing each message, node \( A \) sends its state \( \{x, y\} \) to other nodes (e.g., \( B \)), then the two messages are actually not independent. Making them independent would lead to an unsafe reduction. Let us consider the following sequence:

  1) \( A \)'s state is \( x=0, y=0 \)
  2) \( A \) receives \( a_1 \), so \( x=1 \)
  3) \( A \) sends \( x=1, y=0 \) to \( B \)
  4) \( A \) receives \( a_2 \), hence \( y=2 \)
  5) \( A \) sends \( x=1, y=2 \) to \( B \)

  The example scenario shows \( a_1 \) is enabled before \( a_2 \), (2) before (4). If we (incorrectly) declare them as independent, \( a_2a_1 \) ordering will be skipped, therefore we will never see \( \{y=2, x=0\} \) sent.
to $B$. If node $B$ has a logic such as “if $(y==2 \&\& x==0) \text{panic()}$”, then we will miss this $a_2a_1$-induced bug. For this reason, in addition to $\text{readSet}$ and $\text{updateSet}$, we keep track of the $\text{sendSet}$ (Section 4.2.1), the variables that are sent out after a message is processed. In the example, because $a_1$’s and $a_2$’s $\text{sendSet}$s overlap with their $\text{updateSet}$s ($i.e.$, $x,y$), $a_1$ and $a_2$ are not independent.

- **Parallel Flips:** We only allow parallel flips if none of the events within the flips are causally-dependent on one another ($i.e.$, exhibit a happens-before relationship). For example, let us consider $a_1a_2b_1b_2$ in the first case on the right figure, where $b_1$ is causally-dependent on (happens after) $a_1$, and $b_2$ on $a_2$. If we carelessly make the two flips to $a_2a_1b_2b_1$, it is possible that $b_1$ will never happen (as shown in the lower figure) because the new ordering $a_2a_1$ that node $A$ receives does not generate $b_1$. In this case, this new path will make $c$ hang. Thus for correctness, $c$’s parallel flips are backed with happens-before analysis via vector clocks.

Parallel flips do not provide a sound reduction of state space in general, and it is tricky to identify conditions where they might. Thus, we treat parallel flips as a prioritization heuristic to reach corner cases faster, but it is based on a well-grounded intuition (Section 4.1.3) as opposed to randomness or manual checkpoints.

### 4.3 FLYMC Design Optimizations

In wall-clock time, an execution of one path can take 8-40 seconds [59, 86]. Since one of the checker’s goals is to quickly unearth bugs, thus, per-path wall-clock speed matters. Below we describe our solutions to the bottlenecks.

- **Local Ordering Enforcement:** In a path execution, stand-alone checkers that intercept events at the application layer with “hooks” ($e.g.$, dBug [86], SAMC [59], FLYMC) must wait a non-negligible amount of time ($e.g.$, 300 ms) before enabling the next event, for two purposes: to
prevent concurrency issues within itself and to wait for new updated state from the target system.

To illustrate the former, consider two concurrent incoming messages $a_1$ and $a_2$ to node $A$, and the checker’s server decides to enable $a_1$ then $a_2$. If the wait time is removed between the two actions, the probability that node $A$ accidentally processes $a_2$ before $a_1$ increases. This is because $\text{enable}(a_1)$ and $\text{enable}(a_2)$ actions themselves are concurrent messages from the checker’s server to node $A$ whose timings are not controlled. Thus, although $a_1 a_2$ is “enforced” at the checker server side, when the enabling actions arrive in node $A$, there is a small probability that $a_2$ runs first before $a_1$. This wait time is too expensive for such rare cases. To remove it, we enhance c’s interposition mechanism at the target system side to enforce local action ordering; for example, enabling $a_2$ includes information about the previous enabled event, $a_1$, such that at node $A$’s side, $a_2$ waits for $a_1$, if needed.

**STATE-EVENT CACHING:** Although the wait time has been removed, FLYMC must perform “history tracking” for collecting past state-event transitions $S_i + e_j \rightarrow S_j$. Here, after enabling $e_j$ and before enabling the next event $e_k$, $c$ must collect $S_j$ from the target system, another expensive round-trip time. To optimize this, we use the state-event history as a cache. That is, if $e_j$ is to be enabled at $S_i$ and the state transition $S_i + e_j$ already exists in the history, then no wait is needed between enabling $e_j$ and $e_k$. In this case, FLYMC will automatically change its view state of the target system to $S_j$. This strategy is highly effective; the “cache hit rate” reaches 90% quickly after 35 paths explored.

In summary, a checker itself is a complex system with many opportunities for optimization. Our optimizations have delivered further speed-ups to quickly detect DC bugs (Section 4.5.1).

### 4.4 Implementation and Integration

FLYMC is implemented in around 10 KLOC which includes the fault injection, deterministic replay, interposition hooks, path execution/history management, state caching/snapshotting, etc.. The three core algorithms described throughout Section 4.1 are however only 2420 LOC and the
hooks to a target system are only 147 LOC on average. The static analyses support is written in 1799 LOC in Eclipse AST Parser for Java programs which covers many of our target systems including Cassandra, ZooKeeper, and Hadoop. For LogCabin Raft and Kudu Raft (in C++) and Spark (in Scala), we manually build the sets (Section 4.2.1). We leave porting to other language front-end parsers as future work.

FLYMC has been integrated with 8 popular systems: Cassandra [57], Ethereum Blockchain [9], Hadoop [3], Kudu [11], Raft LogCabin [12, 73], Spark [97], ZooKeeper [50], and a 2-year old production system “X” of a large company (to the best of our knowledge, the largest checker integration compared to prior works). Within these systems, we model checked 10 unique protocol implementations, such as Cassandra Paxos, ZooKeeper leader election and atomic broadcast, Hadoop task management, Kudu Raft, LogCabin Raft leader election and snapshot, Spark core, Ethereum fast synchronization, and “X” leader election.

4.5 Evaluation

We now evaluate FLYMC in terms of speed in reproducing DC bugs (Section 4.5.1), scalability (Section 4.5.2), coverage completeness (Section 4.5.3), per-algorithm effectiveness (Section 4.5.4), and effectiveness in finding new bugs (Section 4.5.5).

BUG BENCHMARKS: A popular way to evaluate a checker is how fast it can reproduce a DC bug given the corresponding workload. Table 4.1 shows our bug benchmarks, including the number of events to reproduce the bugs (i.e., the bug “depth”), crashes, and reboots. Most papers did not report bug depths [55, 86, 94], although it is important for scalability evaluation.

TECHNIQUES COMPARED: We have exhaustively compared FLYMC against six existing solutions as listed in Table 4.2: a purely random technique (Rand), two systematic techniques (m-DP and SAMC), and three hybrid systematic + random + bounded techniques (b-DP, r-DP, br-DP). The last category highlights how current approaches incorporate random and bounded-depth exploration to reach bugs faster.
<table>
<thead>
<tr>
<th>BugName</th>
<th>Issue#</th>
<th>#Ev</th>
<th>#Cr</th>
<th>#Rb</th>
<th>Protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASS-1</td>
<td>CA-6023</td>
<td>54</td>
<td>–</td>
<td>–</td>
<td>Paxos</td>
</tr>
<tr>
<td>CASS-2</td>
<td>CA-6013</td>
<td>30</td>
<td>–</td>
<td>–</td>
<td>Paxos</td>
</tr>
<tr>
<td>CASS-3</td>
<td>CA-5925</td>
<td>15</td>
<td>–</td>
<td>–</td>
<td>Paxos</td>
</tr>
<tr>
<td>ZOOK-1</td>
<td>ZK-335</td>
<td>46</td>
<td>3</td>
<td>3</td>
<td>LE, AB</td>
</tr>
<tr>
<td>ZOOK-2</td>
<td>ZK-790</td>
<td>39</td>
<td>1</td>
<td>1</td>
<td>LE</td>
</tr>
<tr>
<td>ZOOK-3</td>
<td>ZK-1419</td>
<td>41</td>
<td>3</td>
<td>3</td>
<td>LE</td>
</tr>
<tr>
<td>ZOOK-4</td>
<td>ZK-1492</td>
<td>24</td>
<td>1</td>
<td>–</td>
<td>LE</td>
</tr>
<tr>
<td>SPRK-1</td>
<td>SP-19263</td>
<td>42</td>
<td>–</td>
<td>–</td>
<td>Spark Core</td>
</tr>
<tr>
<td>SPRK-2</td>
<td>SP-15262</td>
<td>23</td>
<td>–</td>
<td>–</td>
<td>Spark Core</td>
</tr>
<tr>
<td>MAPR-1</td>
<td>MR-5505</td>
<td>36</td>
<td>1</td>
<td>1</td>
<td>TA</td>
</tr>
<tr>
<td>RAFT-1</td>
<td>RA-174</td>
<td>21</td>
<td>2</td>
<td>2</td>
<td>LE, Snapshot</td>
</tr>
<tr>
<td>ETHM-1</td>
<td>ET-15138</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>Fast Sync</td>
</tr>
</tbody>
</table>

Table 4.1: **Bug benchmarks (complex DC bugs).** The table lists DC bugs used to benchmark checkers scalability. In the first column: “CASS” represents Cassandra, “ZOOK” ZooKeeper, “SPRK” Spark, “MAPR” Hadoop MapReduce, “RAFT” Raft LogCabin, and “ETHM” Ethereum Blockchain. For the Protocols column: “LE” stands for leader election, “AB” atomic broadcast, and “TA” Task Assignment. “#Ev”, “#Cr” and “#Rb” stands for #Events, #Crashes and #Reboots that interleave to reach the bugs.

We do not compare with DE METER [46] and LMC [43] as they mainly reduce local thread interleavings in the context of reducing global interleavings (Section 2.3). We also do not show the results of depth-first-search (as used in MACE MC [94]) as it is extremely unscaleable [94, Fig. 9].

<table>
<thead>
<tr>
<th>Label</th>
<th>Technique Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Systematic exploration techniques:</strong></td>
<td></td>
</tr>
<tr>
<td>m-DP</td>
<td>MODIST’ systematic DPOR reduction rule [94, Section 3.6] as discussed in Section 4.1 (comparison segments). Note that this reduction is also used in other checkers such as dBug [86, Section 2] and CrystalBall [93, Section 2.2].</td>
</tr>
<tr>
<td>SAMC</td>
<td>SAMC reduction algorithms [59, Section 3.3] as discussed in the comparison segments of Section 4.1.</td>
</tr>
<tr>
<td><strong>Hybrid systematic/random/bounded techniques:</strong></td>
<td></td>
</tr>
<tr>
<td>b-DP</td>
<td>MODIST’ bounded+DPOR rule [94, Section 3.6] – run DPOR evaluation up until certain depth (i.e., #events).</td>
</tr>
<tr>
<td>r-DP</td>
<td>MODIST’s random+DPOR rule [94, Section 4.5] – execute random path on every 50 paths and then use DPOR to evaluate the path.</td>
</tr>
<tr>
<td>br-DP</td>
<td>Combination of the last two approaches above (bounded+random+DPOR).</td>
</tr>
<tr>
<td><strong>Random techniques:</strong></td>
<td></td>
</tr>
<tr>
<td>Rand</td>
<td>A purely random exploration.</td>
</tr>
</tbody>
</table>

Table 4.2: **Techniques comparison.** The table lists all the techniques compared against FLYMC.
**Performance Metrics:** The primary metrics of our evaluation are the numbers of (1) explored paths to hit a bug, (2) total wall-clock time to hit a bug, (3) explored paths to exhaust the entire state space of a given workload, and lastly, (4) unique global states covered over time. Another metric other prior checkers use is “the number of unique states explored up to a certain time” (the higher the better) [46, 86, 94] which is appropriate if only independence algorithms are used. But if symmetry algorithms are employed, such a metric is no longer accurate as multiple “unique” states can actually be symmetrical (i.e., higher does not imply better).

**Evaluation Scale:** Our extensive evaluation exercised over 200,000 paths (across all compared techniques) and used more than 130 machine days. We use Emulab “d430” machines [8] and Chameleon “compute_haswell” machines [7].

### 4.5.1 Speed

Figure 4.7a (in log scale) shows the number of paths explored to hit each of the bugs in Table 4.1 across different methods listed in Table 4.2. Figure 4.7b shows the wall-clock time. For readability, in each bar group, we put FLYMC bar in the middle (striped blue), systematic approaches on the left (m-DP and SAMC in patterned bars), hybrid and random on the right (br-DP, r-DP, b-DP, and Rand in solid colors). The horizontal blue markers are the height of FLYMC bars.

This evaluation method reflects a checker’s speed in helping developers to reproduce hidden DC bugs. So, suppose the users supply a workload that non-deterministically (occasionally) fails, the checker then should find the buggy interleaving(s) such that the developers can easily (and deterministically) replay them. Note that some methods fail to find the buggy paths after exploring 10,000 paths (marked with ↑ in Figure 4.7a). We stop at 10,000 paths to prioritize other evaluations. From the figure, we make the following observations:

(a) Within the systematic group, MODIST’ DPOR (m-DP) is not effective for 5 of the bugs (CASS-1, ZOKK-1, SPRK-1, MAPR-1, and RAFT-1), which is due to the limitations of black-box methods in pruning redundant paths.
Figure 4.7: **FLYMC speed.** The top and bottom figures show the number of paths to explore (in log scale) and the wall-clock time, respectively, to find the buggy paths that make the bugs surface, as explained in Section 4.5.1. For the legend labels, please see Table 4.2. "↑" implies that the bug is not reached after 10,000 paths. Rand numbers are averaged from five tries.

(b) **SAMC** is faster than **m-DP** up to 25×. However, for two of the bugs (**CASS-1** and **ZOOK-1**), **SAMC** cannot reach them within 10,000 paths and for the other two cases (**MAPR-1** and **RAFT-1**), **SAMC** is relatively slow. Again, this happens because **SAMC** does not have any static analysis support. Instead, developers need to manually analyze and implement their own reduction algorithms by following the **SAMC** principles. Therefore, in practice, **SAMC** might miss some potential reductions. Furthermore, it mainly focuses on reducing unnecessary crash timings, hence does not scale for workloads with many concurrent messages such as in **CA-6023** (Figure 4.2).

(c) **Bounded DPOR** (**b-DP**) approximately has the same speed as random-hybrid ones. Interestingly, for bug **MAPR-1**, the exploration completes, but the bug was not found ("X" in the figure). This shows a weakness of bounding the number of events to flip. Note that with bounded+random (**br-DP**) the randomness might shuffle the critical events first.

(d) **Random** is random. **Rand** is the slowest method for 3 of the bugs, but it is faster than **m-DP** and **SAMC** in 4 and 1 other cases, respectively. In the latter cases, the degree of concurrency is low (e.g., to enable an event, random only needs to pick 1 out of 3 outstanding events), hence the probability that the “interesting” event is picked is high. However, in the former cases (more
Many choices make random techniques ineffective. For model checking complex protocols such as Paxos CASS-1, the figure shows how many inflight messages (y-axis) that can be chosen for every to-enable event (x-axis) within a path execution. For example, for pick #10 (x=10), there are 9 events to choose from (y=9). The figure shows that there are up to 10 choices when making a pick, hence random techniques are not effective for finding bugs in “deep” complex protocols and workloads.

complex concurrency), random is not effective as there are too many choices and it blindly reorders non-interesting interleavings. For example, for CASS-1, Figure 4.8 shows how many inflight messages (y-axis) that can be picked (up to 10 choices) for every to-enable event (i.e., for every pick) within a path execution (x-axis). This highlights how complex workloads/interleavings make random-hybrid techniques (r-DP and br-DP) not fast enough.

(e) Finally, FLYMC is the fastest among all methods. In our bug benchmark, we have not found any other checker that wins over FLYMC. For the most complex bug, CASS-1, FLYMC can find the buggy path in less than 2500 paths. In overall, FLYMC is faster at least by 16× on average and up to 78× (“at least” because of the non-finished explorations, labeled with “↑” in Figure 4.7a). Sometimes “significant state-space reduction does not automatically translate to proportional increases in bug-finding effectiveness” [46, Section 5.3], however, we believe our results show that it is possible to stay systematic and increase bug-finding effectiveness with more advanced reduction and prioritization strategies.

Now we discuss the wall-clock speed in Figure 4.7b. As discussed in Section 4.3, for example in CASS-1, the per-path execution time is around 40 seconds in SAMC, 6 seconds in total in FLYMC, and 2 seconds (plus initialization time) in MODIST. Overall, per our design optimiza-
Figure 4.9: **FLYMC scalability.** *(As explained in Section 4.5.2).*

To analyze why non-FLYMC algorithms cannot or are slow to hit some of the deep bugs above, we plot a different type of graph in Figure 4.9. Here, the *x-axis* represents the number of *remaining events* to hit the bug. For this, we control the “*path prefix,*” *i.e.*, an initial subset of the buggy path. The *maximum* value in the *x-axis* represents the *total* number of events to hit the bug without any prefix (as in the “*#E*” column in Table 4.1). For example, for reproducing CASS-1 (Figure 4.9a), the workload generates a total of 54 events. Controlling path prefix means that the checker executes in deterministic order some of the earlier events (the prefix) and let the rest be reordered. For example, in Figure 4.9a, with *x=30*, we first enable the first 24 initial events and then let the
checker reorder the remaining 30 events. Ultimately, a checker should scale without any prefix at all (*i.e.*, no prior knowledge of the bugs).

The *y*-axis shows the number of paths explored until the bug is reached given the remaining events. For instance, in Figure 4.9a, at $x=26$, MODIST’s m-DP must explore 163 paths to hit the bug, but SAMC and FLYMC are able to hit the bug in 55 and 27 paths respectively. With more remaining events to reorder (higher $x$), then more paths need to be explored (higher $y$), *i.e.*, the bigger the path explosion problem will be.

Essentially, the graphs in the figure show how FLYMC is more scalable than other approaches. For example, in CASS-1 (Figure 4.9a), at $x=32$, SAMC already explodes to more than 10,000 paths. On the other hand, FLYMC can find the buggy path in less than 2500 paths without any prefix (at $x=54$).

For ZOOK-1, our SAMC exploration results are different compared to the one reported in the SAMC’s paper [59]. Upon our conversation with the SAMC developers, there are two reasons for this difference. First, SAMC includes all the initialization events to reach the initial state $S_0$ (*e.g.*, initial leader election to reach stable cluster), which FLYMC ignored. Second, in our checker, we implemented a proper vector clock, while SAMC did not, which causes our checker to detect more concurrent chain of events. Therefore, in our experiment, SAMC is no longer able to hit the bug under 10,000 paths. However, it does not take away SAMC’s conclusion that SAMC is still an order magnitude faster than MODIST’s DPOR algorithm.

### 4.5.3 Coverage

For this evaluation, parallel flips algorithm is disabled because it is a prioritization algorithm. Hence, it does not affect all of the coverage evaluation.

**(a) State coverage:** We have mainly measured FLYMC’s speed in finding buggy paths in prior sections. Another form of evaluation is the speed to cover unique protocol states over the explored paths. Figure 4.10 (similar to the format of Figure 10 in [94]) shows the Cassandra Paxos proto-
Figure 4.10: **State coverage.** The figure shows the number of protocol states (y-axis) covered over explored paths (x-axis), as explained in Section 4.5.3a. A unique protocol state is stored as a hash value of a global state $S$ ($S$ is described in Section 4.1.1).

col states covered (in y-axis) under a 3-update Paxos workload in CASS-1 within the first 10,000 explored paths (in x-axis). We make the following observations.

First, DFS is the worst among all (flat line). SAMC and mDPOR are faster but the growth rate is small. Random is the fastest, and for this reason, checkers sometimes mix their algorithms with random walks (see [94, Figure 10]), but unfortunately reduce their systematicity. So, random is fast in state coverage, but its non-systematic nature does not guarantee a buggy path to be found (e.g., random fails to reach three bugs in Figure 4.7a).

Second, on the other hand, FlyMC does not sacrifice systematicity and is only $3 \times$ slower than random. Being both fast and systematic is feasible. The figure also shows that coverage growth rate reduces over time (i.e., more paths to explore but they do not always lead to new unseen states). This last observation sheds a light on future work – how to identify which paths more likely to reach new states. The journey of advancing checkers should continue.

**(b) Complete coverage:** Another question is whether the entire state space in a given workload can be covered, i.e., there are no more new unique states to explore. We performed this experiment for Cassandra Paxos and Kudu Raft workloads as shown earlier in Figure 4.1 on page 39, which we now elaborate.
FLYMC successfully exhausts the state space for all the workloads, with one to three concurrent key-value updates in Kudu Raft and Cassandra Paxos (Raft-1 to -3 and Paxos-1 to -3) within a reasonable time budget, as shown in Figure 4.1. The most complex one, Paxos-3, requires FLYMC to exhaust around 50,000 paths (1 machine week). Raft-3 is a much simpler case than Paxos as Raft only allows one leader node (per table/partition) to coordinate concurrent updates; for example, three coordinators A, B, C in Figure 4.2 (on page 40) updating the same key/partition is not allowed in Kudu Raft. Given this simplicity, Raft only needs two rounds, unlike Paxos’ three rounds. For this reason, Raft search space is much smaller than Paxos.

MODIST’s DPOR and SAMC cannot finish the exploration under 10,000 paths. They do not scale well under these workloads for the following reasons.

MODIST’s inter-node-independence DPOR algorithm focuses on taming the $N$-induced explosion (e.g., checking 3 nodes will not explode much compared to 2 nodes). However, under a more complex workload where the number of concurrent messages to each node increases, this inter-node-independence DPOR algorithm does not scale (for example, Raft/Paxos-2/3 in Figure 4.1). What is needed is the intra-node message independence.

SAMC implements an intra-node message independence. For example, in a single Paxos update (Paxos-1), the ack++ received by the coordinator in each round of the Paxos stages are considered commutative/independent. Hence, SAMC is more scalable than MODIST. However, SAMC’s other algorithms (e.g., crash independence and symmetry) do not work in no-crash workloads.

Under two concurrent updates (“Paxos-2” in Figure 4.1), the path exploration explodes significantly in all the checkers. This is because in a single update, the three Paxos rounds (prepare, propose, commit) are serialized, but under two updates, each round of the first update can interleave with any round of the second update.

(c) Systematic coverage: We use the same sense of “systematic” that is used with concurrent programs [38, 90], where it refers to exploring the state spaces of concurrent processes. Our FLYMC reduction algorithms are systematic in that they cover all states relevant to observable
events, \textit{i.e.}, the intercepted messages in distributed systems. These algorithms do not skip any interleavings that would lead to new unique states. We want to emphasize that this systematic property follows in principle from correct identification of communication and state symmetry and event independence, which is supported by FLYMC’s static analyses (which we assume are correct). As experimental evidence, we collected all unique global states (compressed to hash values) explored by depth-first search (DFS) and MODIST’s DPOR for Raft-1, -2, and Paxos-1 examples. When compared with the explored states in FLYMC, we found that FLYMC had not missed any unique states. Note that we could not compare more complex workloads since the non-FLYMC techniques take too long to complete.

\section*{4.5.4 Per-Algorithm Effectiveness}

In this section, we evaluate the effectiveness of each individual algorithm by showing the reduced paths over time and the ratio of reduced paths per algorithm.

\textbf{(a) Reduced paths over time:} Figure 4.11 highlights the combined power of FLYMC algorithms, using Cass-1 as a specific example. Figure 4.11a (in log scale) depicts the number of to-explore paths over time. The path explosion in the beginning, just after $x=0$, shows the many possible interleavings generated after the first path is exercised. Let us imagine that the first path contains 14 all concurrent events, a DFS checker would generate 14! new paths. However, not all of them need to be exercised, because they are removed by the individual reduction algorithms.
Figure 4.12: **% of removed and deprioritized paths by each algorithm.** The symmetry and event independence areas represent % of reduced paths, while the parallel-flips are represents % of deprioritized paths. The figure is explained further in Section 4.5.4b.

The highest line in Figure 4.11a reflects the number of generated paths by a naive depth-first-search (DFS) algorithm without any reduction algorithm. The top region in Figure 4.11a depicts the number of paths reduced by MoDist’s DPOR algorithm, roughly 3 orders of magnitude reduction from DFS, hence its popular usage in other checkers [86, 93]. Next, the middle region shows that SAMC slightly reduces the explosion (SAMC is not highly effective for this bug, as explained in Section 4.5.1-4.5.2).

Figures 4.11b-d depict the individual reductions by state symmetry, event independence, and parallel flips, each reduces the explosion by almost an order of magnitude. Ultimately, Figure 4.11e shows that all FLYMC algorithms collectively provide two orders of magnitude of reduction in the CASS-1 Paxos workload.

**(b) Ratio of reduced paths per algorithm:** We plot Figure 4.12 to show the effectiveness of the individual FLYMC algorithms. Here, the x-axis represents the ratio of paths removed (by symmetry and event independence) and deprioritized (by parallel flips) from all the paths. This figure focuses on displaying two bugs from our benchmark with the most complex workloads. The graph essentially shows how all FLYMC algorithms successfully complement each other. We can also see that for different workloads, certain algorithms are more effective than the others.

For example, parallel flips are effective for CASS-1 (45%) because this workload (three Paxos updates) generates a high degree of concurrency (e.g., up to 9 outstanding events at a given time) and the important flips are far from the end of the queue, which parallel flips address (as illus-
trated earlier in Figure 4.6). Symmetry also works best in CASS-1 (33%) as the workload exercises replication-based protocols involving multiple worker/follower nodes, which are automatically considered symmetrical in FLYMC. Our event independence algorithm is effective in ZOOK-1 (43%) as the messages in this workload update different sets of variables (e.g., leader election messages and snapshot messages that touch different sets of variables) and, as this bug requires three crashes to surface, reducing unnecessary crashes is effective.

### 4.5.5 New Bugs

Finally, our last evaluation tests whether FLYMC can find new bugs. For this, we integrated FLYMC with (1) a recent stable version of Cassandra and (2) ZooKeeper. (3) a 2-year old proprietary system; the proprietary system is a production system that supports five other cloud services within the company (akin to how ZooKeeper supports HBase, Yarn, and other cloud systems). We found 10 new bugs in total, all confirmed by the developers.

For Cassandra, we successfully discovered 2 new bugs that require 2 and 3 concurrent Paxos updates. The first bug requires around 39 messages sent across 3-nodes cluster. Figure 4.13 summarizes the complex interleavings needed to hit this bug. The second bug involves 2 concurrent messages, one crash, and one reboot at specific timings. We have communicated these two bugs to the developers and they have confirmed that those two bugs are real issues.

For ZooKeeper, we model check its “reconfiguration” feature, which allows ZooKeeper cluster to elastically grow and shrink while serving foreground requests without any downtime, hence a complex feature. FLYMC successfully discovered 3 new bugs. The first bug reveals that the developers’ prior fix to an old DC bug was not robust enough, that there is another interleaving that makes the old bug surface. The second bug was reported to appear once every 500 unit test cycles. With FLYMC, we help the developers pinpoint the exact buggy path to reproduce the bug. The third bug is about two threads in a single node entered a deadlock due to a specific incoming message timing and a local thread operation that was managing the node quorum.
CA-12126:

1. Client submits Paxos Write-1 to node A.
2. Node A sends prepare messages and nodes A, B, C accept the prepare messages.
3. Node A sends propose messages to all nodes.
4. Node A accepts the propose message and saves the value to “inProgress”.
5. Before node A’s propose messages reach node B and C, Client submits Write-2 to node B.
6. Node B sends prepare messages and all nodes accepted the prepare messages.
7. Node B receives nodes B & C’s prepare response messages before node A’s prepare response message, hence node B did not read the inProgress value from node A.
8. Write-2 fails, because the IF condition is not satisfied.
9. Client submits Write-3 to node C.
10. Node A’s propose messages reach nodes B and C and got rejected because the proposals have a smaller ballot number.
11. Node A receives nodes B & C’s propose response messages, and since the propose was rejected, node A retries with a higher ballot number.
12. However, node A reached timeout.
13. Node C sends prepare messages to all nodes.
14. Node C receives node A’s prepare response message before the other two responses, hence node C notices node A’s inProgress value.
15. Node C recommits node A’s inProgress value.
16. Node C sends propose messages and all nodes accept the propose messages.
17. Node C sends W1’s commit messages and all nodes accept the commit messages.
18. Because of this, Node C cannot continue W3.
19. Client saw that CAS Write-1 & -3 timed out, CAS Write-2 was rejected, but the server saved CAS Write-1 data (inconsistency between client and server).

Figure 4.13: A new DC bug in Cassandra Paxos. The list above summarizes the total order of the 39 messages to hit the bug.

For the proprietary system, FLYMC successfully discovered 5 new critical bugs that have significant impacts including unavailability (e.g., no leader is chosen) and data inconsistency. The bug depths range from 9 to 30 events.

### 4.6 Summary

In this chapter, we present FLYMC, a fast, scalable, and systematic software model checker that covers all states relevant to observable events for testing distributed systems implementations. FLYMC achieves scalability by leveraging the internal properties of distributed systems. Overall,
FLYMC introduces three powerful algorithms: (1) communication and state symmetry, (2) event independence, and (3) parallel flips.

Overall, there are four contributions out of this chapter:

1. Highly scalable checker algorithms that provide systematic state coverage for given workloads. (Section 4.1).
2. A checker design that is backed with static analysis help developers extract information from the target system and use it to write the system-specific parts of the algorithms (Section 4.2).
3. Additional optimizations that improve the checker’s wall-clock speed in exploring paths (Section 4.3).
4. A comprehensive integration with challenging applications, and detailed evaluations that demonstrate the checker’s effectiveness. (Section 4.4-4.5).

More exciting challenges are on the horizon as no checkers to date completely control the timing of all non-deterministic events, such as messages, crashes, timeouts, local-thread schedules, as well as disk I/Os [60]. Hence, more research on scalable exploration algorithms are needed.
CHAPTER 5
HMC: HEURISTIC ALGORITHMS TO SPEED UP SOFTWARE MODEL CHECKER

“This has become quite messy, we didn’t foresee some of this during design, sigh.” — A comment in MR-4819

We have seen in Chapter 4, how FLYMC reduction algorithms, such as event independence and state symmetry, can help control the path-explosion problem in checkers. But if we look under the hood, the numbers of paths that need to be explored are still huge with respect to the complexity of the workload that is evaluated. In other words, it is impractical to cover all possibilities of a distributed system given a limited amount of time. Often times, in this situation, a checker is re-purposed to detect as many errors as possible before it runs out of time budget or compute resources. Therefore, arise the needs of heuristic algorithms to help checkers to quickly reach the corner cases and potentially, DC bugs, as soon as possible.

Software model checkers that only apply reduction algorithms, in general, will try to reduce the numbers of redundant prefix paths that it needs to explore. But once those prefix paths are placed in the to-explore paths, the checker will evaluate each prefix path in a naive First-In-First-Out (FIFO) fashion. To understand the inefficiency of this approach, let’s observe Figure 5.1.

In this figure, we have a tree with multiple tree nodes. Each tree node has an ID that represents the ID of a prefix path stored in the to-explore path, e.g. tree node with the number 1 in it is equivalent to Path-1. For this illustration, the exact order of events that a path/tree node represents is insignificant. What matters is that the children of a parent node will only be added into the to-explore paths once the parent node is executed (e.g., Path-2 and Path-3 will only be added to the to-explore paths once the Path-1 is executed).

Suppose, a bug will be detected after Path-7 is executed and the checker evaluates each prefix path in the to-explore paths in FIFO fashion (i.e., following the dashed blue arrows), then the
checker will only detect the bug after it executes seven paths. But, as shown by the red nodes, the necessary prefix paths that need to be evaluated by the checker to detect the DC bug (represented by Path-7) are only Path-1 and Path-3 which then lead us to Path-7. That is, instead of executing seven paths, the checker really only needs to execute three paths to detect the bug.

We found similar patterns shown in Figure 5.1 in two complex Cassandra bugs that FLYMC has successfully detected. In Figure 5.2, we can see that FLYMC detects CA-6023 and CA-12438 after exploring 2299 paths and 985 paths, respectively. In further investigation, we discovered that the checker potentially can detect each bug in 6 path explorations (following the order of the red nodes shown in Figure 5.2). In other words, there is a big room of improvements for checkers to speed up its corner cases coverage if it knows how to distinguish which prefix paths are more-likely to lead to corner cases by replacing the naive FIFO approach with smarter heuristic algorithms.

Prior checkers for distributed systems, such as MaceMC [55] and PCPCT [74] have introduced heuristic algorithms that are based on random walks. The benefit of this approach is that the heuristic algorithm implementation is mostly simple, but yet it provides a reasonable improvement
on how fast the checkers can quickly cover corner cases. Furthermore, other checkers, such as 
MODIST [94] and taPCT [75] have tried to combine reduction algorithms (e.g., DPOR [33, 37])
with some depth-bounded random algorithms.

However, based on the checker’s community for multithreaded applications, we could learn
that smart heuristic algorithms might beat random heuristics on efficiency [31, 40, 42, 90]. Their
smart heuristic algorithms are developed based on the checker property-specific (e.g., blocking
statements for deadlock, queue size) or by the target system structure (e.g., branch counting, thread
interleavings). Although their solution is powerful to check multithreaded applications, adapting
those algorithms in checkers for distributed systems won’t be straightforward as distributed sys-
tems have unique properties compared to multithreaded applications.

For this chapter, our goal is to develop a systematic checker to quickly and efficiently explore
corner cases by introducing smart heuristic algorithms. The question that we ask to ourselves is,
how can the checker smartly weigh which prefix paths among all to-explore paths are more-likely
to reach corner cases? In other words, what kind of properties of the checker or distributed systems
that can be exploited to prioritize more-likely buggy prefix paths?
We present HMC, a systematic software model checker that is empowered with novel heuristic algorithms to reach corner cases faster. HMC covers all states relevant to observable events for testing distributed systems implementations. HMC achieves its fast coverage without mixing its algorithms with any random algorithms [74, 75, 94], but only by prioritizing the to-explore paths based on some internal properties of distributed systems and the model checker. We illustrate 4 HMC’s algorithms as follows:

(1) **Blocking State-Event:** In general, corner cases can be represented with global states and events that are uncovered by previously explored test scenarios. Thus, HMC prioritizes to execute paths with the most uncovered state-event pair among all to-explore paths as these paths have a higher likelihood of reaching new global states.

(2) **Last State-Event:** As the covered state-event pairs knowledge is growing as more paths get explored, the Blocking State-Event prediction eventually may predict all events of the prefix path. But, existing events in the last queue may potentially still lead the prefix path to an uncovered state-event. Hence, HMC will not only focus on predicting the state transition of all events in the prefix path, but also its runtime events queue.

(3) **Miss-Prediction Step:** As the methods above focused on collecting most frequent blocking state-event pair prefix paths at the front of the to-explore paths queue, the checker needs a method to sort prefix paths in each group. Hence, Miss-Prediction Step prioritizes the prefix path with the most higher chance to cover the most number of global states transitions.

(4) **Prioritized Node Crash:** While previous methods help the checker to efficiently detect DC bugs that only involve message events, unfortunately, they are not good enough to guide workloads that involve crashes and reboots. To solve this issue, Prioritized Node Crash allows testers to define the sequence of crashes that she wants to focus on (e.g., crash node-1, then crash node-2).

Collectively, the algorithms make HMC on average $6 \times$ (up to $15 \times$) faster than FLYMC which is the state-of-the-art of systematic software model checker. In total, HMC has successfully reproduced 5 bugs in Cassandra without any random algorithms.
5.1 HMC Architecture

In principle, HMC architecture follows the similar main concept of the other checkers that we have discussed in chapter 2.

In order to implement the new HMC heuristic algorithms, we introduced a new component in the path evaluation phase that we referred to as the sorting algorithm. The input for this sorting algorithm is all prefix paths in to-explore paths that are generated by the permutation stage. Next, HMC will weigh each prefix path based on HMC’s heuristic algorithms. As a result, the prefix paths will be sorted in descending order based on its score, such that the prioritized to-explore paths will poll the prefix path with the highest score when the checker starts the next path exploration.

With this sorting algorithm, the checker will have an alternative besides the naive First-In First-Out (FIFO) approach to decide which prefix path that it will explore next. Therefore, HMC can wisely consider the more-likely prefix path that reaches any corner cases faster.
5.2 HMC Algorithms

By considering the properties of the distributed systems and the runtime checker, HMC introduces four novel heuristic algorithms: blocking state-event (Section 5.2.1), last state-event (Section 5.2.2), miss-prediction step (Section 5.2.3), and prioritized node crash (Section 5.2.4). These algorithms empowers HMC to reach corner cases faster by prioritizing paths that more-likely discover new global states that have not been seen before.

The foundation of all HMC algorithms is path prediction based on the abstract state-event history as shown in Figure 5.4. First, during the path exploration phase, the checker records the state-event transition pair to the state-event history. Along the process, HMC builds the abstract state-event history based on that state-event history where each state-event will exclude node-specific properties (e.g., node ID, event sender ID, event receiver ID).

Next, after the checker generates the next prefix paths of the explored path in the permutation phase and places it into the to-explore paths, all of the to-explore paths will be evaluated by the sorting algorithm. In this sorting algorithm, for each prefix path prediction, the checker will prepare initial global states that will be called as predicted global states (e.g., $gs_0$).

Suppose in Figure 5.4, all message events ($a$, $b$, $c$) will go to node-0. The checker will take one event at a time from the current prefix path (e.g., it starts with an event $a$) and try to find the next state transition for node-0 based on the abstract state-event history knowledge. If the current abstract state-event pair can be found, then it is a successful step prediction, then the predicted global states will be updated (e.g., abstract $s_0 + a$ and abstract $s_1 + c$ are found). Otherwise, the prediction will stop and the prefix path prediction is flagged as incomplete (e.g., the abstract $s_2 + b$ failed to be found, hence the prefix path prediction failed). If the state prediction keeps succeeding until all events are predicted, then we refer this prefix path as fully predicted prefix path.

What the checker will do next with the prediction result is where the HMC algorithms will come in and attribute some scores to the prefix path. In general, the score from each algorithm will be multiplied with a configured multiplier for each algorithm. That is, the multiplier configuration
Figure 5.4: **HMC Algorithms Foundation.** All prefix paths in the to-explore paths will be predicted based on the Abstract State-Event History (consists of a set of abstract $s_i + e_i \rightarrow s_j$) that are accumulated over all path explorations. If the current state + event combination is found, then the predicted global state progressed. Otherwise, path prediction stops. In this example, event $a$ & $c$ are successfully predicted, but event $b$ does not.

determines which algorithm will be weighed more than the others. The final result of this sorting algorithm then is a descending-score prioritized to-explore path, where the highest score prefix path will become the next path that will be explored.

To emphasize, the main goal of a checker is to quickly detect DC bugs, if any exists. But, in reality, the checker will have no clue which paths will violate any safety or liveness properties until the checker execute it. So, the feasible goal is not to find which prefix paths are buggy, but to find which prefix paths will reach uncovered global states. This goal will be the principle for the HMC algorithms in this section.

### 5.2.1 Blocking State-Event

- **Intuition:** Our first intuition for this algorithm is, if a prefix path is fully predicted, then we can conclude that the prefix path will not reach new global states. As a consequence, that prefix path should be deprioritized. Conversely, if the checker fails to fully predict a prefix path because the abstract state-pair history has not recorded the current predicted global states against the current to-be-predicted event, then the particular prefix path potentially reaches a new global states space that the checker has not discovered before. Hence, the checker should prioritize the prefix path.

Furthermore, when the checker reaches the event which it fails to predict based on the current predicted global states, then the checker has found the next state-event pair that is interesting to
Figure 5.5: **Blocking State-Event Algorithm.** *This algorithm is described further at Section 5.2.1 – Algorithm.*

be explored. We refer to this state-event pair as a blocking state-event pair. Once, the particular prefix path that contains the blocking state-event pair is executed, then potentially new global states have been discovered and a new abstract state-event pair (and potentially more than one pair) will be added to the abstract state-event history. An efficient checker should focus on optimally discovering unique abstract state-event pairs over time.

We introduce the Blocking State-Event to guide the checker to advance its abstract state-event pairs as fast as possible. Its main goal is to prioritize prefix paths with most frequent blocking state-event pair, so that those prefix paths can quickly progress to new global states and quickly discover another blocking state-event pair (if it still failed to be fully predicted), or get deprioritized (if it finally gets fully predicted) and eventually the checker can explore other prefix paths.

**Algorithm:** To illustrate this algorithm, let’s look at Figure 5.5. At the beginning of the sorting algorithm, the checker prepares an empty blocking state-event map which will be used to record the blocking state-event pairs and to count its frequency of appearances. Next, in step 1, the checker will predict each prefix path in the to-explore paths. The checker prepares the initial predicted global states (*e.g.*, [S₀, S₀, S₀] shown in Figure 5.4). Then, the checker will go through
each event in the prefix path, to predict the transition of each local state (or global states with respect to a crash event) against the current event by checking the abstract state-event history as shown in Figure 5.4.

If the current predicted state-event pair is not found in the abstract state-event history, then the current prefix path prediction failed and the current predicted state-event pair is counted up in the blocking state-event map. Otherwise, the predicted global states will be updated with the appropriate state effect. This process is repeated until the prefix path is fully predicted or it stops due to blocking state-event conditions above.

Lastly, in step 2 of Figure 5.5, after all prefix paths are evaluated by the path predictions process, the checker will assign the score to each prefix path. Specifically, the counter for each blocking state-event pair will be multiplied by the configured Blocking State-Event multiplier and then assigned to each prefix paths accordingly. By its final score, all prefix paths will be sorted and the checker will have its prioritized to-explore paths.

In the next path exploration, this process will be repeated again as the checker generates more prefix paths to its to-explore paths, and its abstract state-event history also gets updated. Therefore, the blocking state-event map will be emptied and the blocking state-event counting will be repeated again. To avoid unnecessary computation, the checker does not need to re-predict fully predicted prefix paths.

### 5.2.2 Last State-Event

- **Intuition:** After a prefix path is fully predicted, the checker path prediction will know the final global states for that prefix path following the Blocking State-Event algorithm (Section 5.2.1). But, without the Last State-Event algorithm, the checker will determine the prefix path score mainly on whether the end global states are fully predicted or not and ignoring the possibilities of the next transition based on outstanding events in the last queue. This might cause the checker to deprioritize possible prefix paths that still can lead us to some corner cases as if it exercises any
event in the last queue. That is if the checker keeps track of the events queue transition through the prefix path prediction, the checker will have a complete perspective of the prefix path possibilities to reach corner cases.

As shown in Figure 5.6, the Last Event-State algorithm will focus on predicting the events queue transition for all events in a prefix path prediction, so that after predicting the last event in the prefix path, the checker has the last global state of the prefix path and the last event queue where each event can be executed next. Hence, it can predict each event in the event queue against the appropriate node state in the global states and follow the Blocking State-Event algorithm in determining whether all pairs can be fully predicted or not.

To predict the event queue transition, the Last Event-State will build the causal new events database on every event execution during the path exploration phase. The causal new events database will store the $S_i+e_j \rightarrow \{e_k, e_l, \ldots\}$ for every event. But, in contrast to the abstract state-event history, the causal new events cannot be abstracted as it needs to be aware of the node sender and receiver for each message event. This is also true for the other new messages that occur due to a crash event.

• **Algorithm:** Once the causal new events database is correctly developed over the path exploration phase, then predicting the events queue over the path prediction becomes trivial. The checker
starts with preparing the initial global states and the initial events in the events queue based on the workload. During the path prediction, besides predicting the state transition, the checker should also update the event queue based on the causal new events database.

One last issue that’s left is if the checker could not continue predicting the events queue during the path prediction, because the causal new events database is more rigid in comparison to the abstract state-event history. For this case, we decide to not flag the prefix path as a fully predicted path when this last event state algorithm is activated. Hence, at the end of the next path exploration, the checker will retry to predict the prefix path.

On the other hand, when the last events queue is correctly predicted, then the last predicted global states will be predicted against each event in the last events queue. That is, those state-event pair will be considered in the Blocking State-Event scoring process (Section 5.2.1).

5.2.3 Miss-Prediction Step

- **Intuition:** Up until now, the Blocking State-Event and Last State-Event algorithms target to prioritize paths with most frequent blocking state-event pair. To help the checker decide which paths that should be executed first among each group of paths with the same blocking state-event pair, we introduce the Miss-Prediction Step algorithm.

Miss-Prediction Step algorithm prioritizes prefix paths with the largest gap between when the miss-prediction step happens and the length of the whole prefix path. This is simply due to the fact that when more events left in the prefix path to explore after the blocking state-event pair is executed, then there is a bigger chance for the particular prefix path to reach various different global states transitions. That is, it is possible for a prefix path to explore more than one new global states per prefix path exploration.

- **Algorithm:** To implement Miss-Prediction Step algorithm, during the path prediction, the checker records when does the miss-prediction step happens and compare that with the total events in the prefix path. Lastly, it multiplies the difference with the Miss-Prediction Step multiplier.
5.2.4 Prioritized Node Crash

• **Intuition:** As we start running our benchmark with all previous algorithms we observed that they are very effective for workloads that have no crashes. But, when we start exploring workloads that involve crash event, the previous three heuristic algorithms will focus on exploring a specific node crash area only. Further analysis shows that this happens because a path will most likely be dominated by message events, hence the blocking state-event pairs will be dominated by some message events or with a specific node crashes that were explored in the first path exploration. Hence, if the node crashes happen in the other node ID, although it is possible that the state-event pair is unique it is not frequently seen among all other to-explore paths which lead to a very low priority to be explored. To solve this issue, we introduce the Prioritized Node Crash algorithm. This algorithm allows tester to define the sequence of node crashes that she wants to explore in current exploration. For example, a tester can define to direct checker to specify the node crash sequence to be $A\beta$, then all prefix paths that have this subsequence in its path, will be prioritized over the other prefix paths that don’t have it.

With this algorithm, testers can run multiple explorations in different machines where each exploration will focus on exploring a specific sequence of node crashes very effectively. Based on TaxDC, testing 3-nodes cluster with at most 2 crashes will be enough to cover the majority of DC bugs that involve fault timing issues (Figure 3.3d).

• **Algorithm:** First, tester needs to specify sequence of crashes that will be prioritized for the exploration. During the path prediction, when the checker found matching subsequence of crashes in the prefix path, then the particular path will get score configured for this Prioritized Node Crash algorithm. In default, this algorithm will have the highest multiplier, hence path exploration with expected subsequence will raise up high in the to-explore paths.
5.3 Evaluation

We now evaluate HMC by presenting experimental results that answer the following questions: (1) How fast is HMC in detecting DC bugs compared to the state-of-the-art systematic checker, FLYMC? (2) How many unique global states that HMC can discover in comparison to other approaches? To answer these questions, we integrated HMC to some versions of Cassandra system: v2.0.0, v2.0.15, and v3.7.

- **DC Bug Benchmarks:** Table 5.1 shows the DC bug benchmarks that we use to evaluate how fast a checker can reproduce a known bug given the corresponding workload. The table consists of information about the bug depth (or the number of events needed to hit the bug), the number of crashes, and the number of reboots involved. All of the DC bugs that detected are related to Cassandra Paxos (or also known as the Light Weight Transaction) protocol.

- **Techniques Compared:** We compared HMC with FLYMC as we consider FLYMC to be the state-of-the-art of the systematic software model checker for distributed systems. And as HMC is developed on top of FLYMC, we will see a direct impact of all HMC’s algorithms on improving the checker’s ability to quickly explore new corner cases.

5.4 Speed in Detecting Known Bugs

This section evaluates the speed of HMC vs. FLYMC (representing the state-of-the-art systematic software model checker) in detecting known DC bugs. In total, we successfully reproduced 5 DC bugs in Cassandra. Figure 5.7 illustrates some DC bugs that HMC reproduced.

Table 5.1 shows the result of our comparison. Here, we make several conclusions about our explorations. First, we have demonstrated that HMC algorithms can really help to speed up systematic software model checkers to detect DC bugs. We do not need to apply any randomness to guide the checker. In other words, although the checker explores the to-explore paths not in a FIFO mechanism, HMC allows the checker to stay systematic but yet smarter in deciding which paths
CASS-2:
(1) A client submits Paxos Write-1 (W1) to node A with a column in key K’s row.
(2) Node A sends W1’s prepare messages and propose messages.
(3) All nodes accepted the prepare and propose messages.
(4) Node A sends W1’s commit messages.
(5) Node C crashes before accepting the commit message.
(6) Nodes A and B accepts the W1’s commit messages. At this point, A and B have stored W1 locally.
(7) Node C reboots.
(8) Another client submits Paxos Write-2 (W2) to A, updating another column in key K’s row.
(9) Node A sends W2’s prepare messages (then propose and commit messages), accepted by all the nodes. At this point, Paxos nodes incorrectly have inconsistent data; A and B store W1-2, but C only stores W2 locally. The read repair did not happen during W2’s preparation. Thus, if a client reads K from C, she would get an inconsistent data (missing W1’s update).

CASS-3:
(1) Client submits Paxos Write-1 to node A.
(2) Node A sends prepare messages and nodes A, B, C accept the prepare messages.
(3) Node A sends propose messages to all nodes.
(4) Node A accepts the propose message and saves the value to “inProgress”.
(5) Before node A’s propose messages reach node B and C, Client submits Write-2 to node B.
(6) Node B sends prepare messages and all nodes accepted the prepare messages.
(7) Node B receives nodes B & C’s prepare response messages before node A’s prepare response message, hence node B did not read the inProgress value from node A.
(8) Write-2 fails, because the IF condition is not satisfied.
(9) Client submits Write-3 to node C.
(10) Node A’s propose messages reach nodes B and C and got rejected because the proposals have a smaller ballot number.
(11) Node A receives nodes B & C’s propose response messages, and since the propose was rejected, node A retries with a higher ballot number.
(12) However, node A reached timeout.
(13) Node C sends prepare messages to all nodes.
(14) Node C receives node A’s prepare response message before the other two responses, hence node C notices node A’s inProgress value.
(15) Node C recommits node A’s inProgress value.
(16) Node C sends propose messages and all nodes accept the propose messages.
(17) Node C sends W1’s commit messages and all nodes accept the commit messages.
(18) Because of this, Node C cannot continue W3.
(19) Client saw that CAS Write-1 & -3 timed out, CAS Write-2 was rejected, but the server saved CAS Write-1 data (inconsistency between client and server).

Figure 5.7: CASS-2 and CASS-3 Scenarios. The list above summarizes the order of events that need to be executed at specific timings to reproduce CASS-2 and CASS-3.
### Table 5.1: DC bugs benchmarks. The table lists DC bugs used to benchmark the checkers scalability. “#Dp” refers to the bug depth (number of events to hit the bug), “#Cr” refers to the number of crashes, “#Rb” refers to the number of reboots.

<table>
<thead>
<tr>
<th>BugName</th>
<th>Issue</th>
<th>#Dp</th>
<th>#Cr</th>
<th>#Rb</th>
<th>#Executions</th>
<th>HMC vs. FLYMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CASS-1</td>
<td>CA-6023</td>
<td>54</td>
<td>–</td>
<td>–</td>
<td>2299</td>
<td>358</td>
</tr>
<tr>
<td>CASS-2</td>
<td>CA-12438</td>
<td>48</td>
<td>1</td>
<td>1</td>
<td>985</td>
<td>64</td>
</tr>
<tr>
<td>CASS-3</td>
<td>CA-12126</td>
<td>39</td>
<td>–</td>
<td>–</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>CASS-4</td>
<td>CA-6013</td>
<td>30</td>
<td>–</td>
<td>–</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>CASS-5</td>
<td>CA-5925</td>
<td>15</td>
<td>–</td>
<td>–</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Second, HMC is one to two orders of magnitude faster compared to FLYMC. On average, HMC is $6 \times$ (or up to $15 \times$) faster than FLYMC. In all DC bugs explorations, HMC is always better or as fast as FLYMC. In more detail, for CASS-1, CASS-3, CASS-4, and CASS-5, our HMC evaluation applies the Blocking State-Event, the Last State-Event, and the Miss-Prediction Step. As we explore CASS-2, we apply the additional Prioritized Node Crash where we configure one of the follower nodes to crash. Applying the Prioritized Node Crash in the other bugs won’t help as those bugs have no crash event involved.

### 5.5 Unique Global States Coverage

For this section, we evaluate how fast the checkers cover unique protocol states over the explored paths. Figure 5.8 shows the Cassandra Paxos protocol states covered in $y$-axis under a 3-update Paxos workload in CASS-1 within 350 explored paths (in $x$-axis). Here are our observations.

First, HMC covers about $4 \times$ more unique states until each checker cover 350 paths. HMC achieves this result without introducing any random algorithms, hence it stays systematic in discovering new global states (i.e., corner cases). Second, while, FLYMC line is flattening at the end, HMC still has an increasing (although with less degree), which shows that it potentially can discover even more unique states in a short period of time.
Figure 5.8: **State coverage.** The figure shows the number of protocol global states (y-axis) that has been covered over the number of explored paths (x-axis) during exploring CASS-1.

## 5.6 Summary

As distributed systems arise to be the backbone of cloud services, they are threatened by DC bugs that might linger in the dark. A small time budget often times increases the chance for these DC bugs to slip into the production site, causing severe implications to the cloud services. To address this issue, software model checkers cannot only covering a large space of states, they need to discover as many unique states as possible in a given time budget to boost the developers' confidence in the quality of the code that they write.

In this chapter, we present HMC which introduces four novel heuristic algorithms to quickly reach corner cases by exploiting the checker and distributed system properties. Our evaluation shows that HMC has produced a significant improvement in terms of uncovering unique global states fast. We hope that HMC’s work can trigger future research in software model checking.
CHAPTER 6
CONCLUSION AND FUTURE WORK

“This issue, and the other related issues ... makes me very nervous about all the state combinations distributed between [ZooKeeper and many HBase components]. After this is done, do you think we can come up with a simpler design? I do not have any particular idea, so just spitting here.” — A comment in HB-6060

This dissertation’s main goal is to improve distributed systems reliability by combating distributed concurrency (DC) bugs using software model checking technique. To achieve this goal, first, we conduct a bug study on DC bugs to understand the nature of DC bugs. This knowledge helps us in advancing software model checking to quickly detect DC bugs by introducing more powerful reduction algorithms to have better control over the path-explosion problem and smart heuristic algorithms to guide the software model checker to reach corner cases fast. This chapter concludes this dissertation work and future work in combating DC bugs with software model checking technique.

6.1 Conclusion

DC bugs impact the reliability of real-world distributed systems. Even with all redundancy and fault-recovery mechanisms deployed in today’s systems, DC bugs make the software as the single point of failure. To address this issue, this dissertation is mainly divided into two parts: understanding the taxonomy of DC bugs and empowering software model checkers to quickly detect DC bugs.

First, we have conducted an in-depth study on DC bugs which focus to narrow the gap between the theory and practice of distributed systems. We evaluated hundreds of real-world DC bugs to understand the triggering conditions, bug manifestations, and the bug fixes to provide guidance
on combating DC bugs. Furthermore, we have also presented the patterns, the root causes, and misconceptions that developers and the research community have in regards to DC bugs.

Next, as a solution, we introduced FLYMC which consists of three powerful algorithms to empower software model checking that is integrated into the implementation level of distributed systems. The algorithms allow the software model checker to test distributed systems under more complex workloads than other existing state-of-the-art model checkers. FLYMC’s algorithms speed up checker’s ability in detecting DC bugs on average $16\times$ (up to $78\times$) than other state-of-the-art checkers. It has been integrated with 8 distributed systems, successfully reproduced 12 known bugs, and found 10 new DC bugs which all are confirmed by developers. That is, we speed up the model checker with some systematic approaches and without any random walk or manual checkpointing techniques.

Lastly, we presented HMC, software model checker that is empowered with four novel heuristic algorithms that are based on the checker and the distributed systems properties. These heuristics allow the checker to quickly reach corner cases without applying any randomness. And as a result, HMC has done further improvement on top of FLYMC by detecting 5 Cassandra bugs on average $6\times$ (up to $15\times$) faster.

6.2 Future Work

In terms of future work, our vision is to see software model checking to be adopted by the industry and to see it help developers detecting hidden DC bugs in their systems. To achieve this vision, here are several directions that need to be explored further.

6.2.1 Automatic Workload Generator

One of the first issue that the checker experience in detecting new DC bugs is its dependency on developers/testers to define the workloads that need to be checked. As we have learned in the TaxDC, in order to detect more DC bugs, we found that both foreground and background protocols need to
be triggered concurrently as those are the complicated interactions that developers hardly test out. That is if future checkers can smartly generate interesting combinations of workloads given a set of a system API (the foreground protocols) and configurable or timely operations (background protocols) with respect to the states that are involved in each protocol, and combining that with iterative crash and reboot injection which the number of injections are increased based on some threshold or the number of unique states that it has discovered, then the checker will have more cases that it can automatically explore. With this automation, the checker will have less dependency on the developers to start its exploration.

6.2.2 CompleteMC

Even though FLYMC has further control of the path explosion problem in software model checking and HMC has introduced heuristics to guide checkers to quickly reach corner cases, both checkers still have not introduced various triggering events, such as timeouts, disk I/O accesses, and local computations timing. Hence, there might be even more DC bugs that have not been detected by checkers. However, once these types of events are introduced to the checkers, the path explosion problems will get worst again. In other words, more advanced reduction and heuristic algorithms will be needed for this type of CompleteMC.

6.2.3 FastMC

Besides the dimension of path explorations, the checker also has the issue in the dimension of how fast it can explore a path. That is, the checker itself needs to be optimized in many aspects of how it conducts path executions and path evaluations. However, requiring developers to rewrite their applications using some specific formal language equipped with the software model checker is not feasible because many distributed systems are already widely used but have the necessity to be checked. Hence, optimizing stand-alone checkers and improving the method to integrate it with existing systems are key to see software model checkers to be utilized widely in the industry.
6.2.4 Domain-Specific Specifications

Lastly, to unleash the real power of software model checking, a checker is very much dependent on the system specifications to judge the manifestation of DC bugs. This is a plague to many tools. As mentioned in TaxDC, DC bugs can manifest itself as an explicit error or as a silent error. On the other hand, in real distributed systems, an error message sometimes might be expected (e.g., when a node is crashed, an error to connect to the node is necessary to trigger the recovery protocol). While silent errors are tightly related to semantic states that are not expected by the developers. In other words, we need to somehow empower developers’ need to express its domain-specific specifications. Only then, checkers will be able to guide developers better in developing reliable distributed systems.
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