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Abstract

We study the Sum of Squares (SoS) Hierarchy with a view towards combinatorial optimization. We survey the use of the SoS hierarchy to obtain approximation algorithms on graphs using their spectral properties. We present a simplified proof of the result of Feige and Krauthgamer on the performance of the hierarchy for the Maximum Clique problem on random graphs. We also present a result of Gurusswami and Sinop that shows how to obtain approximation algorithms for the Maximum Bisection problem on low threshold-rank graphs.

We study inapproximability results for the SoS hierarchy for general constraint satisfaction problems and problems involving graph densities such as the Densest $k$-subgraph problem. We improve the existing inapproximability results for general constraint satisfaction problems in the case of large arity, using stronger probabilistic analyses of expansion of random instances. We examine connections between constraint satisfaction problems and density problems on graphs. Using them, we obtain new inapproximability results for the hierarchy for the Densest $k$-subhypergraph problem and the Minimum $p$-Union problem, which are proven via reductions.

We also illustrate the relatively new idea of pseudocalibration to construct integrality gaps for the SoS hierarchy for Maximum Clique and Max $K$-CSP. The application to Max $K$-CSP that we present is known in the community but has not been presented before in the literature, to the best of our knowledge.
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Chapter 1

Introduction

The famous Cook-Levin theorem showed the existence of at least one NP-hard problem, namely the Boolean satisfiability problem. Using reductions, many natural problems that are interesting have been found to be NP-hard, which means that an efficient algorithm to these problems would essentially prove $P = NP$. So, assuming that $P \neq NP$, the focus has been on trying to find efficient algorithms, which could possibly be randomized, that give good approximation guarantees.

We study optimization problems where we are given an instance $I$ and we would like to compute the optimum value of the objective function, denoted $OPT$, over feasible solutions. The optimization could be either to maximize or minimize the value. An $\alpha$-approximation algorithm for $\alpha \leq 1$ for a maximization (resp. minimization) problem is an efficient algorithm that finds a solution for any instance $I$ with value at least $\alpha \cdot OPT$ (resp. at most $\frac{1}{\alpha} \cdot OPT$). Even when $\alpha > 1$, we use the term $\alpha$-approximation algorithm for a maximization (resp. minimization) problem to mean an efficient algorithm that finds a solution for any instance $I$ with value at least $\frac{1}{\alpha} \cdot OPT$ (resp. at most $\alpha \cdot OPT$). Note that this double definition is essentially to avoid the convention that the approximation factor is either at most 1 or at least 1 and instead use them interchangeably. Here, efficient algorithm means that it’s running time is polynomial in the size of the instance $I$ and note that the algorithm could be randomized.
A plethora of techniques have been introduced towards this objective and two of the crucial techniques are Linear programming and the related Semidefinite programming, which are powerful because they can be applied to a variety of problems, with a single framework.

### 1.1 Linear Programming and Semidefinite programming

A linear program is an optimization problem of the following form:

\[
\begin{align*}
\text{Maximize} & \quad c^T x \\
\text{subject to} & \quad Ax \leq b \\
x & \in \mathbb{R}^n
\end{align*}
\]

Here, \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \). Linear programs can be solved in polynomial time using the ellipsoid method or the interior point method. When the condition \( x \in \mathbb{R}^n \) is replaced by \( x \in \mathbb{Z}^n \), we call it an integer program. Integer programming is NP-hard. Many approximation algorithms start by considering an integer program to a given problem, relaxing it to a linear program, solving it and then rounding the solutions to integers and finally proving that this rounding achieves good approximation guarantees.

To explain semidefinite programming, we need to define positive semidefinite matrices.

**Definition 1.1.** A symmetric matrix \( A \in \mathbb{R}^{n \times n} \) is said to be positive semidefinite, denoted \( A \succeq 0 \), if any of the following equivalent conditions hold.

- \( A = X^T X \) for some \( X \in \mathbb{R}^{d \times n}, d \leq n \)
- All eigenvalues of \( A \) are nonnegative
- \( x^T A x \geq 0 \) for all \( x \in \mathbb{R}^n \)
A Semidefinite program (SDP) has \(n^2\) variables \(y_{1,1}, y_{1,2}, \ldots, y_{n,n}\) which can be thought of to form a matrix \(Y \in \mathbb{R}^{n \times n}\). Then, the objective is of the following form:

\[
\begin{align*}
\text{Maximize} \quad & \mathbf{C} \cdot \mathbf{Y} \\
\text{subject to} \quad & \mathbf{A}_i \cdot \mathbf{Y} \leq \mathbf{b}_i \quad \forall i = 1, 2, \ldots, m \\
& \mathbf{Y} \succeq 0 \\
& \mathbf{Y} \in \mathbb{R}^{n \times n}
\end{align*}
\]

Here, \(\mathbf{C}, \mathbf{A}_1, \ldots, \mathbf{A}_m \in \mathbb{R}^{n \times n}, \mathbf{b}_1, \ldots, \mathbf{b}_m \in \mathbb{R}^n\). Also, note that "\(\cdot\)" denotes entry-wise dot product, that is \(\mathbf{C} \cdot \mathbf{Y} = \sum_{i=1}^{n} \sum_{j=1}^{n} C_{i,j} Y_{i,j}\). So, it is a linear program in the entries of \(\mathbf{Y}\) with the additional constraint that \(\mathbf{Y}\) is positive semidefinite. Note that since \(\mathbf{Y}\) has to be positive semidefinite, it also has to be symmetric and so, there are essentially only \(n(n + 1)/2\) variables.

It is a famous result of Grötschel, Lovász and Schrijver\cite{GLS88} that SDPs can be solved in polynomial time, under some mild assumptions. We remark that, by solved, we mean that for any constant \(\epsilon > 0\), we can get an additive \(\epsilon\)-approximation in polynomial time. It may not be possible to find the exact solution because the exact solution may be irrational.

To show an example of how SDPs can be useful, consider the Maximum Cut problem. In this problem, we are given an undirected unweighted graph \(G = (V, E)\) and we would like to find a partition \((S, V - S)\) of the vertex set so that the number of edges with exactly one endpoint in \(S\), is maximized. This problem is NP-hard. The best known approximation algorithm for this problem due to Goemans and Williamson\cite{GW95} uses semidefinite programming.

Consider the following program over integers for Max-Cut. For each vertex \(u \in V\), introduce the variable \(x_u\) which takes the value 1 when \(u \in S\) and \(-1\) when \(u \notin S\). The constraint \(x_u^2 = 1\) enforces \(x_u = \pm 1\) and for each edge \((u, v)\), observe that the expression \(\left(\frac{1}{2} - \frac{1}{2}x_u x_v\right)\) indicates whether that edge is in the cut.
So, Max-Cut is equivalent to the following optimization problem.

Maximize \[ \sum_{(u,v) \in E} \left( \frac{1}{2} - \frac{1}{2} x_u x_v \right) \]
subject to \[ x_u^2 = 1 \]
\[ x_u \in \mathbb{R} \]

This is an instance of a quadratic program. Unfortunately, quadratic programs are NP-hard. Indeed, the above is a reduction from Max-Cut to quadratic programs. Goemans and Williamson relaxed the above program to a semidefinite program which can be efficiently solved and they showed a rounding algorithm which achieves a good approximation. The relaxation is to replace the real numbers \( x_u \) by vectors \( V_u \) of arbitrary dimension. That is, we relax \( x_u \in \mathbb{R} \) to \( V_u \in \mathbb{R}^d \) for some positive integer \( d \). Then, replace all products \( x_u x_v \) with the standard inner product \( \langle V_u, V_v \rangle \).

The new program for Max-Cut is as follows.

Maximize \[ \sum_{(u,v) \in E} \left( \frac{1}{2} - \frac{1}{2} \langle V_u, V_v \rangle \right) \]
subject to \[ \langle V_u, V_u \rangle = 1 \]
\[ V_u \in \mathbb{R}^d \]

The program in the form above is called a vector program. Note that we just need to ensure that \( d \) exists, but don’t specify its value beforehand. To solve this, we introduce \( n^2 \) variables \( y_{u,v} \) for all vertices \( u, v \) and replace all \( \langle V_u, V_v \rangle \) with \( y_{u,v} \).

Then, observe that the above program can be written as a linear program in \( y_{u,v} \). The only catch is that, the solution to this program \( y_{u,v} \) should be such that there exist vectors \( V_u \) in \( \mathbb{R}^d \) for some \( d \) such that \( y_{u,v} = \langle V_u, V_v \rangle \). This is precisely the condition that \( Y = (y_{u,v}) \) is positive semidefinite. If we add this constraint to the program, we have a semidefinite program in \( Y \) that we can solve.
Once we find $Y$, we can efficiently find the actual vectors $V_u \in \mathbb{R}^d$ (known as the Cholesky decomposition) and the final rounding algorithm is as follows: Sample a random unit vector $g$ in $\mathbb{R}^d$. The rounding sets $x_u = \text{sgn}(\langle g, V_u \rangle)$ where $\text{sgn}(x)$ is 1 if $x \geq 0$ and $-1$ if $x < 0$. The partition corresponding to these $x_u$s is precisely the partition that we output, that is, we output $S = \{u \in V \mid x_u = 1\}$.

Goemans and Williamson [GW95] proved that this randomized rounding achieves $\alpha_{GW} \approx 0.87856$ approximation. Feige and Schechtman [FS02] proved that the above analysis is optimal for this SDP. Moreover, Khot et al. [KKMO07] proved that this is the best approximation algorithm possible for this problem assuming the Unique Games Conjecture.

1.2 Hierarchies

Hierarchies are sequences of progressively stronger relaxations of linear or semidefinite programs which are obtained by adding more consistency constraints that an actual solution would satisfy. These are not problem specific and in general, could be done for most problems where the program variables take values in $\{0, 1\}$. In the hierarchies we study, the relaxed variables encode the probability of a subset of original variables being assigned 1 in the optimum solution. Although we lose in running time by adding more constraints, we will still have polynomial running time if we add only polynomially many constraints.

Linear programming hierarchies were studied by Lovász and Schrijver [LS91], and Sherali and Adams [SA90]. The semidefinite programming hierarchies were studied by Shor [Sho87], Nesterov [Nes00], Parrilo [Par03] and Lasserre [Las01]. It is known as the Sum of Squares (SoS) hierarchy, which will be the focus of our thesis. Although it is defined for generic polynomial optimization, we will study mainly the SDP formulation also known as the Lasserre hierarchy.

It is known that the SoS hierarchy is at least as powerful as the Lovász-Schrijver or Sherali-Adams hierarchies. We generally try to prove approximation guarantees
by considering the weakest possible hierarchy that will ensure that guarantee; and we prove hardness results for the strongest possible hierarchies. There are other intermediate hierarchies that have been studied, but we will not consider them here.

The performance of a program can be quantified by its integrality gap. Suppose the actual optimum to an instance $I$ of a maximization problem is $OPT$ and the program returns optimum value $FRAC \geq OPT$, then the integrality gap for this instance is defined to be $\frac{FRAC}{OPT}$. The maximum value of this quantity over all instances of a fixed size is the integrality gap of the program and measures how good the program performs in the worst case. This can similarly be defined for minimization problems. An integrality gap of 1 means the program exactly solves the given problem. We can prove large integrality gaps for these hierarchies for some natural problems, providing evidence of their intrinsic hardness.

1.3 Thesis Organization

In this thesis, we provide a short exposition of the Sum of Squares hierarchy as well as obtain new results, mainly for combinatorial problems.

In Chapter 2, we define the hierarchy and give a flavor of the algorithmic results that can be obtained. We study the performance of the SoS hierarchy for the Maximum Clique problem on random graphs. In particular, we present the relevant result of Feige and Krauthgamer[FS02] and present a variant of their proof using the stronger SoS hierarchy (see Section 2.3), instead of their original proof which uses the weaker Lovász-Schrijver hierarchy. We then give an exposition of Guruswami and Sinop’s[GS11] approximation algorithm, via the SoS hierarchy, for the Minimum Bisection problem when the instance is a low threshold-rank graph.

In Chapter 3, we present SoS hierarchy lower bounds for general Constraint Satisfaction problems (Max K-CSP) due to Kothari et al.[KMOW17] and show how they can be used to obtain lower bounds for Densest $k$-subgraph and it’s variants.
Then, we present an alternate view of the SoS hierarchy using pseudoexpectation operators and formally show the equivalence to this alternate view.

Finally, we illustrate the powerful idea of pseudocalibration to construct lower bounds for the SoS hierarchy for Maximum Clique and Max $K$-CSP. The idea was introduced and applied to Maximum Clique by Barak et al. [BHK+16] but we present a slightly different explanation from the one in their paper. We also show that we can alternatively use pseudocalibration to arrive at the integrality gap construction of Kothari et al. [KMOW17] for Max $K$-CSPs (see Section 3.4.3), as opposed to their purely combinatorial approach. This application is fairly well-known in the community but has not been presented anywhere in the literature, to the best of our knowledge.

We also exhibit new results. We improve the existing SoS hardness results for the Max $K$-CSP problem in the case when $K$ grows as a function of the instance size (see Corollary 3.11). We obtain new hardness results for Densest $k$-subhypergraph (see Theorem 3.17) and Minimum $p$-Union (see Corollary 3.19). The former is a reduction from SoS hardness of Densest $k$-subgraph and the latter is a reduction from SoS hardness of Max $K$-CSPs. To the best of our knowledge, no prior SoS hardness results were known for either of these problems.
Chapter 2

The Sum of Squares Hierarchy

We will first provide a rough outline of the hierarchy. Suppose we have a program with variables \( \{x_i\}_{i \leq n} \) where we need to optimize over \( x_i \in \{0, 1\} \). We would like to write a new program with possibly more variables whose optimal solution, restricted to the relevant variables, is a convex combination of optimal integer solutions \( \{x_i\}_{i \leq n} \) to the original program. For this purpose, we can consider vectors \( V_i \) that essentially capture these variables so that \( \|V_i\|^2 \) will be expected value of \( x_i \) under such a distribution. More generally, for some predetermined integer \( r \), for every subset \( S \) of the variable indices of size at most \( r \), we introduce vectors \( V_S \) which can be thought of as to capture the event that every variable with index in \( S \) is in the optimum solution, that is, it represents \( \prod_{i \in S} x_i \). So, \( \|V_S\|^2 \) is intended to be the probability that every variable with subscript in \( S \) is 1 in the final solution. These \( V_S \) are known as local variables. We set \( \|V_{\emptyset}\|^2 = 1 \) because the empty event should ideally have probability 1.

Now, for all \( i, j \), terms such as \( x_i x_j \) would be replaced by \( \langle V_{\{i\}}, V_{\{j\}} \rangle \). But notice that we could also have replaced it by \( \langle V_{\{i,j\}}, V_{\emptyset} \rangle \). To rectify this situation, we would add the constraint \( \langle V_{\{i\}}, V_{\{j\}} \rangle = \langle V_{\{i,j\}}, V_{\emptyset} \rangle \). More generally, we add the constraint \( \langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \) for all sets \( S_1, S_2, S_3, S_4 \) of size at most \( r \) such that \( S_1 \cup S_2 = S_3 \cup S_4 \). These are known as local consistency constraints. In a sense, they ensure that the vectors \( V_S \) mimic an actual probability distribution. Once we
have these constraints, terms like $x_1x_3x_4$ could be replaced by any of $\langle V_{\{1,3\}}, V_{\{4\}} \rangle$ or $\langle V_{\phi}, V_{\{1,3,4\}} \rangle$ or $\langle V_{\{1,4\}}, V_{\{3\}} \rangle$. We also add the constraints $\langle V_{S_1}, V_{S_2} \rangle \geq 0$ for all sets $S_1, S_2$ of size at most $r$, as would be satisfied by actual distributions. We remark that if $|S_1 \cup S_2| \leq r$, then these follow from the previous constraints since $\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_1 \cup S_2}, V_{S_1 \cup S_2} \rangle = \|V_{S_1 \cup S_2}\|^2 \geq 0$. Finally, any constraint for the given problem is replaced by many extra constraints on these new variables that conform to our interpretation. For example $x_1x_3 + x_5 \leq 10$ would be replaced by the constraints $\langle V_S, V_{\{1,3\}} \rangle + \langle V_S, V_{\{5\}} \rangle \leq 10\langle V_S, V_{\phi} \rangle$ for all sets $S$ with $|S| \leq r$. Here, we assume $r \geq 2$ since the variable $V_{\{1,3\}}$ doesn’t exist otherwise.

2.1 The SoS relaxation for boolean programs

Now we will describe the relaxation in a general setting, following the above intuition. This is slightly restricted but should suffice for most applications. Suppose we have an program over the variables $x_1, \ldots, x_n$ of the form below:

Maximize $p(x_1, \ldots, x_n)$
subject to $q_i(x_1, \ldots, x_n) \geq 0$ $i = 1, 2, \ldots, m$
$x_i \in \{0, 1\}$

Here, $p$ and $q_1, \ldots, q_m$ are polynomials. Since $x_i \in \{0, 1\}$, we have that $x_i^2 = x_i$ and so, we can assume without loss of generality that $p, q_1, \ldots, q_m$ are multilinear. Let $r$ be any integer which is at least the degree of $p$ and at least the degree of $q_i$ for all $i \leq m$. For $T \subseteq [n]$ denote by $x_T$ the product $\prod_{i \in T} x_i$. Also, define $[n]_{\leq r} = \{T \subseteq [n] \mid |T| \leq r \}$ to be the set of subsets with at most $r$ elements. Then, we can write $p(x_1, \ldots, x_n) = \sum_{T \in [n]_{\leq r}} p_T x_T, q_i(x_1, \ldots, x_n) = \sum_{T \in [n]_{\leq r}} (q_i)_T x_T$ uniquely.
Definition 2.1. We define a level $r$ SoS relaxation to be the following vector program with variables $V_S$ for $S \in [n] \leq r$:

Maximize $\sum_{T \in [n] \leq r} p_T \|V_T\|^2$

subject to $\sum_{T \in [n] \leq r} (q_i)_T \langle V_T, V_S \rangle \geq 0 \quad \forall S \in [n] \leq r, i = 1, \ldots, m$

$\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \quad \forall S_1 \cup S_2 = S_3 \cup S_4 \text{ and } S_i \in [n] \leq r$

$\langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n] \leq r$

$\|V_{\phi}\|^2 = 1$

First, note that this is indeed a relaxation because if the optimum solution to the original program was $x_i = b_i \in \{0, 1\}$, then the 1-dimensional solution $V_T = \prod_{i \in T} b_i$ satisfies the constraints and gives the same objective value.

Observe that we have $mn^{O(r)}$ constraints. This problem can be reformulated as a semidefinite program as follows: Introduce real variables $y_{S_1,S_2}$ to mean $\langle V_{S_1}, V_{S_2} \rangle$. So, we get a linear program in $y_{S_1,S_2}$ and moreover, the existence of vectors $V_S$ for a given collection of $y_{S_1,S_2}$ is equivalent to saying that $Y = (y_{S_1,S_2})$ (which is an $n^{O(r)} \times n^{O(r)}$ matrix) is positive semidefinite. So, this program can be solved in time polynomial in the number of constraints. In most cases, we have $m$ to be constant. In that case, this program can be solved in $n^{O(r)}$ time.

Here, $r$ is called the number of levels of the program. It is known that if $r$ is as large as $n$, then we get actual probability distributions and hence, we would have solved the problem exactly. In general, we can study the tradeoff between the approximation guarantee and running time as $r$ grows.
2.2 Examples

We now give SoS relaxations for the natural integer program for some problems. We will describe the intended meaning of the basic linear program’s variables \( \{x_i\}_{i \in [n]} \) but the SoS relaxation will only contain the variables \( V_S \) for \( |S| \leq r \), where \( r \) is the number of levels. \( r \) can be arbitrary but in most cases, for notational simplicity, we just consider it to be at least the minimum size of a set \( S \) that is present in the objective or one of the constraints. So, for example, in Densest \( k \)-subgraph, we assume \( r \geq 2 \) because the objective contains \( V_{\{u,v\}} \) for edges \((u,v)\). We can work with \( r = 1 \) but need to precisely explain what relaxation we are working with. We will show an example of this in the next section.

2.2.1 Maximum Independent Set

An instance of Maximum Independent Set is a graph \( G = (V, E) \). The objective is to find a subset of vertices \( S \) such that no edge \((u,v)\) has \( u,v \in S \) and the subset \( S \) is as large as possible. In the basic program, we have variables \( x_u \) which indicate whether the vertex \( u \) is in the final independent set. So, we need to maximize \( \sum_{u \in V} x_u \) subject to \( x_u x_v = 0 \) for all edges \((u,v)\). Note that this condition ensures that the resulting set has no edges within. Assume \( V = [n] \). The level \( r \) SoS relaxation is as follows.

Maximize \( \sum_{u \in V} \| V_{\{u\}} \|^2 \)

subject to \( \langle V_{\{u,v\}}, V_S \rangle = 0 \) \( \forall (u,v) \in E, S \in [n] \leq r \)
\( \langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \) \( \forall S_1 \cup S_2 = S_3 \cup S_4 \) and \( S_i \in [n] \leq r \)
\( \langle V_{S_1}, V_{S_2} \rangle \geq 0 \) \( \forall S_1, S_2 \in [n] \leq r \)
\( \| V_{\emptyset} \|^2 = 1 \)
2.2.2 Max K-CSP

An instance of Max K-CSP over alphabet \([q]\) contains \(m\) constraints \(C_1, \ldots, C_m\) over \(n\) variables \(x_1, \ldots, x_n\). Each constraint \(C_i\) is a boolean predicate on a subset of \(K\) distinct variables. That is, if \(T_i\) is the subset of \(K\) distinct variables for the \(i\)th constraint, then \(C_i\) is a function from \([q]^{T_i}\) to \([0,1]\). An assignment is a mapping of the variables to \([q]\). We say that an assignment satisfies \(C_i\) if the evaluation of \(C_i\) on the assignment restricted to \(T_i\) is 1. The objective is to assign values from \([q]\) to the variables \(x_1, \ldots, x_n\) such that maximum number of constraints are satisfied.

For each \(i \leq m\) and \(\alpha \in [q]^{T_i}\), let \(C_i(\alpha)\) indicate whether the assignment \(\alpha\) satisfies \(C_i\). In the basic program, we have variables \(y_{(j,\alpha)}\) which indicate whether the assignment to \(x_j\) is \(\alpha_j\). So, two immediate constraints are \(\sum_{\alpha_j \in [q]} y_{(j,\alpha_j)} = 1\) and for \(\alpha_j \neq \alpha'_j\) we have \(y_{(j,\alpha_j)} y_{(j,\alpha'_j)} = 0\). For \(\alpha \in [q]^{T_i}\), denote by \(y_{(T_i,\alpha)}\) the product \(\prod_{j \in T_i} y_{(j,\alpha_j)}\) which indicates whether the final assignment to the variables restricted to \(T_i\) is \(\alpha\). So, we need to maximize the number indices \(i\) with \(\sum_{\alpha \in [q]^{T_i}} C_i(\alpha) y_{(T_i,\alpha)} = 1\) because this is equivalent to \(C_i\) being satisfied. In the level \(r\) SoS relaxation, we have variables \(V_{(S,\alpha)}\) for all subsets \(S \in [n]_{\leq r}\) for all assignments \(\alpha \in [q]^S\). The level \(r\) SoS relaxation is as follows:

Maximize \(\sum_{i=1}^{m} \sum_{\alpha \in [q]^{T_i}} C_i(\alpha) \|V_{(T_i,\alpha)}\|^2\)

subject to \(\langle V_{(S_1,\alpha_1)}, V_{(S_2,\alpha_2)} \rangle = 0\) \(\forall \alpha_1(S_1 \cap S_2) \neq \alpha_2(S_1 \cap S_2), S_1, S_2 \in [n]_{\leq r}\)

\(\langle V_{(S_1,\alpha_1)}, V_{(S_2,\alpha_2)} \rangle = \langle V_{(S_3,\alpha_3)}, V_{(S_4,\alpha_4)} \rangle\) \(\forall S_1 \cup S_2 = S_3 \cup S_4, \alpha_1 \circ \alpha_2 = \alpha_3 \circ \alpha_4, S_i \in [n]_{\leq r}\)

\(\sum_{\alpha \in [q]} \langle V_{\{j\}, j \rightarrow \alpha} \rangle V_S = \|V_S\|^2\) \(\forall S \in [n]_{\leq r}, j \in [n]\)

\(\langle V_{S_1}, V_{S_2} \rangle \geq 0\) \(\forall S_1, S_2 \in [n]_{\leq r}\)

\(\|V_\phi\|^2 = 1\)

Here, \(\alpha(S_1 \cap S_2)\) is the assignment \(\alpha\) restricted to \(S_1 \cap S_2\), the first condition
ensures that there are no contradictions in partial assignments for two sets. If \( \alpha_1 \in [q]^{S_1}, \alpha_2 \in [q]^{S_2} \) which do not contradict each other, then \( \alpha_1 \circ \alpha_2 \) is the assignment on \( S_1 \cup S_2 \) that is the union of the two assignments. The second condition is a simple consistency constraint for the union of two partial assignments. The third constraint enforces that each variable is assigned some letter from \([q]\).

### 2.2.3 Densest k-Subgraph

An instance of Densest \( k \)-Subgraph is an undirected unweighted graph \( G = (V, E) \) and a positive integer \( k \). The objective is to find a subset \( W \) of \( V \) with exactly \( k \) vertices such that the number of edges with both endpoints in \( W \), is maximized.

The variable \( x_u \) indicates whether the vertex \( u \) is in the final solution. So, we need to have \( \sum_{u \in V} x_u = k \) and the number of edges is \( \sum_{(u,v) \in E} x_u x_v \), which we need to maximize. Assume \( V = [n] \). The level \( r \) SoS relaxation is as follows.

Maximize \( \sum_{(u,v) \in E} \| V_{\{u,v\}} \|^2 \)

subject to

\[
\sum_{v \in V} \langle V_{\{v\}}, V_S \rangle = k \| V_S \|^2 \quad \forall S \in [n]_{\leq r}
\]

\[
\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \quad \forall S_1 \cup S_2 = S_3 \cup S_4 \text{ and } S_i \in [n]_{\leq r}
\]

\[
\langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n]_{\leq r}
\]

\[
\| V_{\emptyset} \|^2 = 1
\]

### 2.3 Maximum Clique on random graphs

An instance of Maximum Clique is a graph \( G = (V, E) \) and the objective is to find the size of the largest complete graph that is a subgraph, known as a clique, of \( G \).

Through a series of work, in particular [Has96] followed by [KPO06], it is known that maximum clique is hard to approximate within a factor of \( n/2^{(\log n)^{3/4}+\epsilon} \) for
any $\epsilon > 0$ where $n$ is the number of vertices, assuming $NP \not\subseteq BPTIME(2^{O(\log n)})$. But it is still interesting to understand how well we can do on average case instances, that is, when the graph is randomly picked from a predetermined distribution.

In particular, we consider Erdős-Rényi random graphs $G \sim G(n, 1/2)$ which is a graph $G = (V, E)$ on $n$ vertices where for each $u \neq v$, the edge $(u, v)$ is present in $E$ with probability $1/2$. By standard probabilistic arguments, it can be shown that $G \sim G(n, 1/2)$ has no cliques of size more than $2 \log n$ with high probability.

It is natural to consider the SoS relaxation of the standard integer program and study how it performs on a graph $G$ sampled from $G(n, 1/2)$. Feige and Krauthgamer [FK03] proved that a weaker hierarchy known as the Lovász-Schrijver hierarchy for $r$ levels returns an optimum value of $\Theta(\sqrt{n/2^r})$, with high probability. We will prove the upper bound for the SoS hierarchy as is studied here.

The basic program has boolean variables $x_{uv}$ for $u \in V$ where $x_{uv}$ indicates whether $u$ is in the largest clique. So, we need to maximize $\sum_{u \in V} x_u$ subject to $x_u x_v = 0$ for all pairs $(u, v)$, with $u \neq v$, that are not edges. The constraint ensures that two chosen vertices are always connected by an edge. The level $r$ SoS relaxation $\mathcal{P}_r$ for maximum clique is as follows.

Maximize $\sum_{u \in V} \| V_{\{u\}} \|^2$

subject to $\langle V_{S_1}, V_{S_2} \rangle = 0 \quad \forall S_1, S_2 \in [n] \leq_r$ such that $\exists u \neq v \in S_1 \cup S_2, (u, v) \not\in E$

$\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \quad \forall S_1 \cup S_2 = S_3 \cup S_4$ and $S_i \in [n] \leq_r$

$\langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n] \leq_r$

$\| V_\phi \|^2 = 1$

Here, for $r \geq 2$, the first constraint is equivalent to $\langle V_{\{u, v\}}, V_S \rangle = 0$ for all $(u, v) \not\in E, u \neq v, S \in [n] \leq_r$. The reason we write it in a different manner above is to incorporate the case $r = 1$. When $r = 1$, the constraint is precisely $\langle V_{\{u\}}, V_{\{v\}} \rangle = 0$.
for all \((u, v) \not\in E, u \neq v\).

We will analyze this SDP by relating it to a function on graphs known as the Lovász \(\vartheta\) function. Lovász\cite{Lov79} introduced a function \(\vartheta(G)\) that can be computed efficiently which gives an upper bound on \(\alpha(G)\), the size of the maximum independent set in \(G\). The function is usually defined using orthonormal representations of graphs but it can be shown to be equivalent (see for instance,\cite[Section 9.2]{Lov09}) to the following definition.

**Definition 2.2** (Lovász \(\vartheta\) function). \(\vartheta(G)\) is the optimum value of the following SDP on variables \(W_u\) for \(u \in V\):

\[
\text{Maximize} \quad \sum_{u,v \in V} \langle W_u, W_v \rangle \\
\text{subject to} \quad \langle W_u, W_v \rangle = 0 \quad \forall (u, v) \in E \\
\sum_{u \in V} \|W_u\|^2 = 1
\]

Let \(\overline{G}\) be the complement graph of \(G\), that is, \(\overline{G} = (V, E')\) where \((u, v) \in E'\) if and only if \(u \neq v\) and \((u, v) \not\in E\). The following lemma relates the optimum value of \(\mathcal{P}_1\), the level 1 SoS relaxation, to the value of \(\vartheta\) of the complement graph.

**Lemma 2.3.** The optimum value of \(\mathcal{P}_1\) for \(G\) is at most \(\vartheta(\overline{G})\)

**Proof.** Consider the optimal solution \(\{V_S\}_{S \subseteq [n] \leq 1}\) for \(\mathcal{P}_1\) with \(\sum_{u \in V} \|V_{\{u\}}\|^2 = \text{FRAC}\), the optimum value of \(\mathcal{P}_1\). Consider the SDP formulation for \(\vartheta(\overline{G})\) with variables \(W_u\) and set \(W_u = V_{\{u\}} / \sqrt{\text{FRAC}}\). We have \(\sum_{u \in V} \|W_u\|^2 = 1\). For each edge \((u, v) \in E'\), we have \(\langle W_u, W_v \rangle = \langle V_{\{u\}}, V_{\{v\}} \rangle / \text{FRAC} = 0\) since \((u, v) \not\in E\). Finally,

\[
\text{FRAC} \times \vartheta(\overline{G}) \geq \text{FRAC} \times \sum_{u,v \in V} \langle W_u, W_v \rangle \\
= \sum_{u,v \in V} \langle V_{\{u\}}, V_{\{v\}} \rangle \\
= \langle \sum_{u \in V} V_{\{u\}}, \sum_{u \in V} V_{\{u\}} \rangle
\]
\[ = \left\| \sum_{u \in V} V_u \right\|^2 \left\| \phi \right\|^2 \]
\[ \geq \left( \left\langle \sum_{u \in V} V_u, \phi \right\rangle \right)^2 \]
\[ = \left( \sum_{u \in V} \left\langle V_u, \phi \right\rangle \right)^2 = \left( \sum_{u \in V} \left\| V_u \right\|^2 \right)^2 = FRAC^2 \]

where the second inequality follows by Cauchy-Schwarz inequality. This proves that \( FRAC \leq \vartheta(G) \) as required. \( \square \)

The following theorem was shown by [FK03] for the Lovász-Schrijver hierarchy for the Maximum Independent Set problem. We modify it slightly by showing it for the SoS hierarchy for the Maximum Clique problem, which is equivalent to Maximum Independent Set problem on the complement graph. Using a stronger hierarchy makes their proof much simpler and this simpler version is presented below.

For a subset \( S \subseteq V \) of a graph \( G = (V, E) \), define \( \Gamma_G(S) = \{ u \in V \mid \exists v \in S, (u, v) \in E \} \) to be the set of neighbors of \( S \) in \( G \) and define \( G - S \) to be the graph obtained from \( G \) by deleting the vertices in \( S \) along with their edges.

**Theorem 2.4 ([FK03]).** Fix \( 0 < \epsilon < 1 \). Let \( G = (V, E) \) be a graph on \( n \) vertices and let \( r \geq 1 \) be an integer such that for all subsets \( S \subseteq V \) of size at most \( r \), the graph \( G' = G - S - \Gamma_G(S) \) on \( n' \) vertices satisfies the following assumptions:

- \( \vartheta(G') \leq 2(1 + \epsilon) \sqrt{n'} \)

- Each vertex in \( G' \) has degree between \( \frac{n'}{2(1+\epsilon)} \) and \( \frac{(1+\epsilon)n'}{2} \).

Let \( d = (1 - \epsilon) \sqrt{2} \). If \( d^{r+1} \leq \epsilon^2 \sqrt{n} \), then \( P_r \) has an optimum value of at most \( 4 \sqrt{n} / d^{r+1} \).

**Proof.** Let us denote the optimum value of \( P_r \) by \( FRAC \). We induct on \( r \). When \( r = 1 \), using lemma 2.3 and the first assumption for \( S = \phi \), we get \( FRAC \leq \vartheta(G) \leq 2(1 + \epsilon) \sqrt{n} < 4 \sqrt{n} / d^2 \). Now assume that the result holds for \( r \) levels and
consider \( r + 1 \) levels for a graph \( G \) satisfying the given conditions for all subsets \( S \) of size at most \( r + 1 \). Let the optimal SoS vectors for \( \mathcal{P}_{r+1} \) be \( \{V_S\}_{S \in [n]^{r+1}} \). We wish to prove that \( \text{FRAC} = \sum_{u \in V} \|V_{\{u\}}\|^2 \leq 4\sqrt{n} / d^{r+2} \).

For each \( u \in V \), define the graph \( G_u = G - \{u\} - \Gamma_{G_u}(\{u\}) \) and let it have vertex set \( V_u \) with \( n_u \) vertices. Observe that \( G_u \) satisfies the conditions given in the theorem for all subsets \( S \) of size at most \( r \). Indeed, if we consider any subset \( S \) of \( G_u \) of size at most \( r \), then \( G_u - S - \Gamma_{G_u}(S) = G - S' - \Gamma_{G}(S') \) where \( S' = S \cup \{u\} \) is of size at most \( r + 1 \), which proves that the two assumptions hold. So, by the induction hypothesis, since \( G_u \) satisfies the assumptions for sets of size at most \( r \), the relaxation \( \mathcal{P}_r \) for \( G_u \) has an optimum value of at most \( 4\sqrt{n_{u}} / d^{r+1} \).

Let \( R = \{ u \in V \mid \|V_{\{u\}}\| > 0 \} \) be the set of vertices with nonzero SoS vectors. Fix \( w \in R \). Define the vectors \( U_S = V_{\{w\} \cup S} / \|V_{\{w\}}\| \). Informally, this can be thought of to capture the event that \( S \) is a subset of the maximum clique conditioned on the event that \( w \) is already chosen in the clique. We claim that \( U_S \) is a feasible solution for \( \mathcal{P}_r \) for \( G_w \). Note that \( U_S \) for \( |S| \leq r \) is well defined since \( |\{w\} \cup S| \leq r + 1 \). For any \( (u,v) \not\in E, u \neq v \) and \( S_1, S_2 \) of size at most \( r \) such that \( u,v \in S_1 \cup S_2 \), we have \( \langle U_{S_1}, U_{S_2} \rangle = \langle V_{\{w\} \cup S_1}, V_{\{w\} \cup S_2} \rangle / \|V_{\{w\}}\|^2 = 0 \) since \( u,v \in (\{w\} \cup S_1) \cup (\{w\} \cup S_2) \). For \( S_1, S_2, S_3, S_4 \) of size at most \( r \) such that \( S_1 \cup S_2 = S_3 \cup S_4 \), we have that \( (\{w\} \cup S_1) \cup (\{w\} \cup S_2) = (\{w\} \cup S_3) \cup (\{w\} \cup S_4) \) and hence, \( \langle U_{S_1}, U_{S_2} \rangle = \langle V_{\{w\} \cup S_1}, V_{\{w\} \cup S_2} \rangle / \|V_{\{w\}}\|^2 = \langle V_{\{w\} \cup S_3}, V_{\{w\} \cup S_4} \rangle / \|V_{\{w\}}\|^2 = \langle U_{S_3}, U_{S_4} \rangle \) and \( \langle U_{S_1}, U_{S_2} \rangle \) and \( \langle U_{S_3}, U_{S_4} \rangle = \langle V_{\{w\} \cup S_1}, V_{\{w\} \cup S_2} \rangle / \|V_{\{w\}}\|^2 \geq 0 \). Finally, \( \|U_{\phi}\|^2 = \|V_{\{w\}}\|^2 / \|V_{\{w\}}\|^2 = 1 \).

By the induction hypothesis, we get that \( \sum_{u \in V_w} \|U_{\{u\}}\|^2 \leq 4\sqrt{n_{w}} / d^{r+1} \) which implies \( \sum_{u \in V_w} \langle V_{\{u\}}, V_{\{w\}} \rangle \leq (4\sqrt{n_{w}} / d^{r+1}) \|V_{\{w\}}\|^2 \). By taking \( S = \phi \) in the assumptions, we get that \( w \) has degree at most \( \frac{(1+e)n}{2} \) and so, \( n_u \leq \frac{(1+e)n}{2} \). Using this and the assumption that \( d^{r+1} \leq e^2 \sqrt{n} \), we get \( 4\sqrt{n_{u}} / d^{r+1} \leq 4(1 - e)\sqrt{1 + e \sqrt{n}} / d^{r+2} < 4\sqrt{n} / d^{r+2} - 1 \) and therefore, \( \sum_{u \in V_w} \langle V_{\{u\}}, V_{\{w\}} \rangle \leq 4\sqrt{n} / d^{r+2} - 1 \).
We have \( \text{FRAC} = \sum_{u \in V} \|V_u\|^2 = \sum_{u \in V} \langle V_u, V_u \rangle = \langle \sum_{u \in V} V_u, V_u \rangle \). By Cauchy-Schwarz, this is at most \( \| \sum_{u \in V} V_u \| \cdot \| V_\phi \| = \| \sum_{u \in V} V_u \| \). When \( (u, w) \notin E \), we have \( \langle V_u, V_w \rangle = 0 \). And when \( w \notin R \), we have \( V_w = 0 \). Using these, we get

\[
\text{FRAC}^2 \leq \langle \sum_{u \in V} V_u, \sum_{u \in V} V_u \rangle \\
= \sum_{u \in V, w \in V} \langle V_u, V_w \rangle \\
= \sum_{u \in V, w \in R} \langle V_u, V_w \rangle \\
= \sum_{w \in R} \left( \| V_w \|^2 + \sum_{u \in V} \langle V_u, V_w \rangle \right) \\
\leq \sum_{w \in R} \left( \| V_w \|^2 + (4\sqrt{n/d}^{r+2} - 1) \| V_w \|^2 \right) \\
= (4\sqrt{n/d}^{r+2}) \sum_{w \in R} \| V_w \|^2 \\
\leq (4\sqrt{n/d}^{r+2}) \sum_{w \in V} \| V_w \|^2 \\
= (4\sqrt{n/d}^{r+2}) \text{FRAC}
\]

This completes the induction. \( \square \)

We finally argue that that \( G \sim G(n, 1/2) \) satisfies the assumptions in Theorem 2.4 with high probability when \( r = O(\log n) \). Juhász [Juh82] showed a concentration result on the value of \( \vartheta(G) \) for \( G \sim G(n, 1/2) \) using eigenvalue concentration bounds of random matrices [FK81] but by using stronger concentration bounds [KV02], Feige and Krauthgamer [FK03] were able to show the following result.

**Theorem 2.5** ([FK03]). For any \( \epsilon > 0 \), there exists \( \epsilon' > 0 \) such that for any \( r \leq \epsilon' \log n \), \( G = (V, E) \sim G_{n, 1/2} \) satisfies the following condition with high probability: for all subsets \( S \subseteq V \) of size at most \( r \), the graph \( G' = G - S - \Gamma_G(S) \) on \( n' \) vertices satisfies the following assumptions:
• $\theta(G') \leq 2(1 + \epsilon)\sqrt{n'}$

• Each vertex in $G'$ has degree between $\frac{n'}{2(1 + \epsilon)}$ and $\frac{(1 + \epsilon)n'}{2}$.

Observe that when $G \sim G(n, 1/2)$, the graph $G$ is also distributed as $G(n, 1/2)$. So, for any $\epsilon > 0$, there exists $\epsilon' > 0$ such that for any $r \leq \epsilon' \log n$, with high probability, for all subsets $S \subseteq V$ of size at most $r$, the graph $G' = G - S - \Gamma_G(S)$ on $n'$ vertices satisfies the two assumptions in Theorem 2.5. But note that $G' = G - S - \Gamma_G(S)$ which proves that $G$ satisfies the conditions of Theorem 2.4 with high probability for $r = O(\log n)$.

We get that $P_r$ for $G \sim G(n, 1/2)$ has an optimum value of at most $4\sqrt{n}/((1 - \epsilon)\sqrt{2})^{r+1}$ with high probability. This in particular gives an algorithm for the Planted Clique problem. An instance of Planted Clique is a graph $G = (V, E)$ drawn from one of the following distributions equally likely:

• $G(n, 1/2)$ - The Erdos-Renyi graph on $n$ vertices where each edge $(u, v)$ is present with probability $1/2$ for all $u \neq v$.

• $G(n, 1/2, k)$ - The graph is first sampled from $G(n, 1/2)$ and then $k$ vertices are chosen uniformly at random and clique is planted on these $k$ vertices. That is, if $W$ is the chosen $k$ vertices, then for all $u, v \in W$ with $u \neq v$, the edge $(u, v)$ is added if not already present. The resulting graph is returned.

The objective is to determine which distribution the graph $G$ is drawn from, with probability of being correct at least some constant $p > 1/2$.

If $k \gg 4\sqrt{n}/((1 - \epsilon)\sqrt{2})^{r+1}$, then we get that SoS for $r$ levels distinguishes the two distributions with high probability because the optimum value of the relaxation is at most $4\sqrt{n}/((1 - \epsilon)\sqrt{2})^{r+1}$ for $G(n, 1/2)$ and is at least $k$ for $G(n, 1/2, k)$. So, we can solve the Planted Clique problem for $k \gg \sqrt{n/2^r}$ in $n^{O(r)}$ time.

We will later study SoS lower bounds for Maximum Clique on random graphs, where we show that this upper bound is almost tight, and this Planted Clique view will be very useful for constructing integrality gaps.
2.4 Approximation algorithms for low threshold-rank graphs

For a graph \( G = (V, E) \) on \( n \) vertices, consider the normalized adjacency matrix \( A \). The graph \( G \) is informally called a low threshold-rank graph if \( A \) has very few eigenvalues more than a positive constant \( \epsilon \). These kind of graphs satisfy many interesting properties. For instance, if there is only one eigenvalue more than 0.5, then that means that the second eigenvalue is at most 0.5 and by Cheeger’s inequality, this graph is an expander. More generally, Gharan and Trevisan\[GT14\] proved that low threshold rank graphs roughly look like a union of expanders, in the sense that few edges of the graph can be deleted so that each remaining component is an expander.

Guruswami and Sinop\[GS11\] obtained approximation algorithms to many standard graph problems including Unique Games, by rounding the solutions to the SoS hierarchy via an idea known as propagation. For a positive integer \( r \) and constant \( \epsilon > 0 \), by using \( O(r/\epsilon^2) \) levels of the SoS hierarchy, they were able to obtain approximation algorithms with approximation guarantees depending inversely on \( \lambda_r(L) \), the \( r \)th smallest eigenvalue of the normalized Laplacian \( L \) of the graph. In particular, for low threshold-rank graphs (where \( \lambda_r(L) \) is large for small \( r \)), we get good approximation algorithms which are efficient.

Similar results were obtained by Barak, Raghavendra and Steurer\[BRS11\] by rounding SoS solutions via an idea known as local to global correlation.

For the sake of exposition, we will describe the result and rounding algorithm of \[GS11\] for Minimum bisection. An instance of Minimum Bisection is a graph \( G = (V, E) \) and an integer \( k \). The objective is to find a subset \( S \subseteq V \) with exactly \( k \) vertices such that the number of edges with exactly one endpoint in \( V \) is minimized.

**Theorem 2.6 \([GS11]\).** Consider any instance of Minimum Bisection \((G, k)\) and for any subset \( S \) of the vertices \( V \), let \( \Gamma(S) \) denote the number of edges with exactly one endpoint in \( S \).
S. For a positive integer $r$ and constant $\epsilon > 0$, in time $n^{O(r/\epsilon^2)}$, we can find a set $R' \subseteq V$ such that $k(1 - o(1)) \leq |R'| \leq (1 + o(1))$ and $\Gamma(R') \leq \frac{1+\epsilon}{\min(1,\lambda r+1(L))} \Gamma(R)$, where $R$ is the optimal solution, namely $R = \text{argmin}_{|S| = k} \Gamma(S)$.

We will first describe two ingredients that we will need for our proof. For the rest of this section, for any square matrix $A$, let $\lambda_t(A)$ denote the $t$-th smallest eigenvalue of $A$ and let $\|A\|_F$ denote the Frobenius norm of $A$.

Consider any matrix $X \in \mathbb{R}^{n' \times m'}$. Let the singular values be $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_{m'} \geq 0$ and let the columns of the matrix be $v_1, \ldots, v_{m'}$. For any $r \leq m'$, we know that among all projection maps $\Pi^\perp$ on $\mathbb{R}^{n'}$ into the orthogonal complement of subspaces of dimension $r$, the minimum value of $\sum_{i=1}^{m'} \|\Pi^\perp v_i\|^2$ is $\sum_{i=r+1}^{m'} \sigma_i^2$. We would like to analyze what happens if we restrict our projection to be in a subspace spanned by a subset of the $v_i$s. The following lemma claims that we can still achieve a good guarantee.

**Lemma 2.7** ($\text{[GS12]}$). For all positive integers $r' \geq r$, there exist $r'$ columns of $X$ such that if $\Pi^\perp$ is the projection map on $\mathbb{R}^{n'}$ into the orthogonal complement of the subspace spanned by these columns, then $\sum_{i=1}^{m'} \|\Pi^\perp v_i\|^2 \leq \frac{r' + 1}{r' - r + 1} \left( \sum_{i=r+1}^{m'} \sigma_i^2 \right)$. In particular, for any $\epsilon > 0$, if $r' \geq r/\epsilon$, then the right hand side is at most $\frac{1}{1-\epsilon} \left( \sum_{i=r+1}^{m'} \sigma_i^2 \right)$.

We will also need an inequality on the Frobenius norm of the difference of two real symmetric matrices.

**Lemma 2.8** (Hoffman-Wielandt inequality). Let $A, B$ be $n \times n$ normal matrices with eigenvalues $\lambda_1(A), \ldots, \lambda_n(A)$ and $\lambda_1(B), \ldots, \lambda_n(B)$ respectively, then

$$\|A - B\|_F^2 \geq \min_{\sigma \in S_n} \sum_{i=1}^{n} |\lambda_i(A) - \lambda_{\sigma(i)}(B)|^2$$

For a proof, see for example $\text{[Bha97, Theorem VI.4.1, page 165]}$. In particular, this inequality holds if $A, B$ are symmetric real matrices.
In the following proof, assume $G$ is $d$-regular, but Guruswami and Sinop’s results work for general graphs.

**Proof outline of Theorem 2.6** We will show a slightly weaker approximation guarantee of $(1 + \frac{1}{(1-e)\lambda'+1(L)})\Gamma(R)$. This will illustrate the main idea behind the rounding algorithm, and getting the improved guarantee requires only a bit more work. Let the vertex set be $[n]$. In the basic program, we have variables $x_u$ which indicate whether $u \in R$ and so, we have the constraint $\sum_{u \in V} x_u = k$. Note that the expression $(x_u - x_v)^2$ indicates whether the edge $(u, v)$ is cut. So, the objective is $\sum_{(u,v) \in E} (x_u - x_v)^2$. For $r' = \Omega(r/\epsilon^2)$, we consider the SoS relaxation for $r' + 1$ levels:

\[
\text{Minimize } \sum_{(u,v) \in E} \|V_{\{u\}} - V_{\{v\}}\|^2 \\
\text{subject to } \sum_{v \in V} \langle V_{\{v\}}, V_S \rangle = k\|V_S\|^2 \quad \forall S \in [n] \leq r' \\
\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \quad \forall S_1 \cup S_2 = S_3 \cup S_4 \in [n] \leq r' \\
\langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n] \leq r' \\
\|V_\phi\|^2 = 1
\]

Suppose $V_S \in \mathbb{R}^r$ is our optimal SoS solution. For all nonempty $S \subseteq [n] \leq r'$, $\alpha \in \{0,1\}^S$, suppose $\alpha$ maps all of $S' \subseteq S$ to 1 and all of $S - S'$ to 0 for some $S' \subseteq S$, define $U_{S,\alpha} = \sum_{S' \subseteq T \subseteq S} (-1)^{|T - S'|} V_{T'}$, a vector intended to capture the event that $\alpha$ correctly indicates whether $u \in S$ is in $R$. This definition can be thought of to an application of the inclusion-exclusion principle. We also define $U_{\phi,\phi} = V_\phi$. In the rest of the proof, when $S = \phi$, there is no $\alpha \in \{0,1\}^S$, but we instead assume by convention that there is a unique element $\phi \in \{0,1\}^S$ with $U_{S,\alpha} = U_{\phi,\phi}$. Observe the following facts about $U_{S,\alpha}$, which are verified by straightforward computations:
\begin{itemize}
\item \( U_{S,\Phi} = V_S \) for all \( S \in [n]_{\leq r'} \) where \( \Phi \) maps all of \( S \) to 1 and by convention, \( \Phi \) is the empty set.

\item \( \sum_{\beta \in \{0,1\}^\alpha} U_{S,\alpha\circ\beta} = U_{S-\{u\},\alpha} \) for all \( u \in S \in [n]_{\leq r'}, \alpha \in \{0,1\}^S-\{u\} \). Here, \( \alpha \circ \beta : \{0,1\}^S \rightarrow \{0,1\}^S \) sends \( v \in S \) to \( \alpha(v) \) if \( v \neq u \) and \( \beta(v) \) otherwise.

\item For all \( S, T \in [n]_{\leq r'} \), if \( \alpha, \beta \in \{0,1\}^T \) are such that there exists \( u \in S \cap T \) with \( \alpha(u) \neq \beta(u) \), then \( \langle U_{S,\alpha}, U_{T,\beta} \rangle = 0 \).

\item For all \( S \in [n]_{\leq r'} \), we have \( \sum_{\alpha \in \{0,1\}^S} U_{S,\alpha} = V_{\Phi} \) and \( \sum_{\alpha \in \{0,1\}^S} \|U_{S,\alpha}\|^2 = 1 \). In particular, \( \|U_{\Phi,\Phi}\|^2 = \|V_{\Phi}\|^2 = 1 \).

\item For all \( S, T, S', T' \in [n]_{\leq r'} \) such that \( S \cup T = S' \cup T' \) and all \( \alpha, \beta \in \{0,1\}^S, \beta' \in \{0,1\}^{S'} \) such that \( \alpha(u) = \beta(u) \) for all \( u \in S \cap T \), \( \alpha'(u) = \beta'(u) \) for all \( u \in S' \cap T' \) and \( \alpha \circ \beta = \alpha' \circ \beta' \), we have \( \langle U_{S,\alpha}, U_{T,\beta} \rangle = \langle U_{S',\alpha'}, U_{T',\beta'} \rangle \). Here, \( \alpha \circ \beta : \{0,1\}^{S \cup T} \) maps \( u \in S \) to \( \alpha(u) \) and \( u \in T \) to \( \beta(u) \) (note that this is well defined since the values match on the intersection) and \( \alpha' \circ \beta' \) is similarly defined.
\end{itemize}

From the above consistency properties, we can think of \( \|U_{S,\alpha}\|^2 \) as the probability that \( R \cap S = \{ u \in S \mid \alpha(u) = 1 \} \). The rounding algorithm proceeds by guessing a subset \( S \in [n]_{\leq r'} \) (indeed, all guesses can be tried in \( n^{O(r')} \) time) and choosing an assignment \( \alpha \in \{0,1\}^S \) with probability \( \|U_{S,\alpha}\|^2 \). Once \( \alpha \) is chosen, the rounding algorithm returns the set \( R' \) where, for all \( u \in V, u \) is included in \( R' \) with probability \( \frac{\langle U_{S,\alpha}, U_{\{u\}} \rangle}{\langle U_{S,\alpha}, U_S \rangle} = \frac{\langle U_{S,\alpha}, V_{\{u\}} \rangle}{\langle U_{S,\alpha}, U_S \rangle} \). We remark that for all \( u \in S, u \) is included in \( R' \) if and only if \( \alpha(u) = 1 \). By Chernoff bounds, it can be shown that \( k(1-o(1)) \leq |R'| \leq k(1+o(1)) \) with high probability.

It remains to analyze \( \Gamma(R') \) and compare it to \( \Gamma(R) \). We will argue that there exists a subset \( S \) such that the expectation \( \mathbb{E}_{\alpha}[\Gamma(R')] \) over the choice of \( \alpha \) satisfies our approximation guarantees. For ease of notation, let \( E' \) be the set of directed edges of \( G \), where each edge in \( E \) occurs twice as two directed edges \((u,v)\) and \((v,u)\). We
have $\Gamma(R) \geq \sum_{(u,v) \in E} \|V_{\{u\}} - V_{\{v\}}\|^2 = \sum_{(u,v) \in E'} \|V_{\{u\}}\|^2 - \sum_{(u,v) \in E'} \langle V_{\{u\}}, V_{\{v\}} \rangle$.

Fix an $S \in [n]_{\leq r'}$. Let $\Pi_1$ be the projection map on $\mathbb{R}^\gamma$ into the subspace $\text{span}\{U_{S,\alpha}\}_{\alpha \in \{0,1\}^S}$ and let $\Pi_1^\perp$ be the projection into the orthogonal complement of this subspace. Let $\Pi_2$ be the projection map on $\mathbb{R}^\gamma$ into the subspace $\text{span}\{V_u\}_{u \in S}$ and let $\Pi_2^\perp$ be the projection into the orthogonal complement of this subspace. Observe that $\text{span}\{V_u\}_{u \in S}$ is contained in $\text{span}\{U_{S,\alpha}\}_{\alpha \in \{0,1\}^S}$ and so, $\|\Pi_2 v\| \leq \|\Pi_1 v\| \implies \|\Pi_2^\perp v\| \geq \|\Pi_1^\perp v\|$ for any $v \in \mathbb{R}^\gamma$. Now, using the fact that $G$ is $d$-regular, we have

$$E_\alpha[\Gamma(R')] = E_\alpha[\sum_{(u,v) \in E} \Pr[u \in R' \land v \not\in R'] + \Pr[v \in R' \land u \not\in R']]$$

$$= E_\alpha[\sum_{(u,v) \in E'} \Pr[u \in R' \land v \not\in R']]$$

$$= \sum_{(u,v) \in E'} \sum_{\alpha \in \{0,1\}^S} \|U_{S,\alpha}\|^2 \frac{\langle U_{S,\alpha}, V_{\{u\}} \rangle}{\langle U_{S,\alpha}, U_{S,\alpha} \rangle} \times \left(1 - \frac{\langle U_{S,\alpha}, V_{\{v\}} \rangle}{\langle U_{S,\alpha}, U_{S,\alpha} \rangle}\right)$$

$$= \sum_{(u,v) \in E'} \sum_{\alpha \in \{0,1\}^S} \langle U_{S,\alpha}, V_{\{u\}} \rangle - \sum_{(u,v) \in E'} \sum_{\alpha \in \{0,1\}^S} \langle U_{S,\alpha}, U_{S,\alpha} \rangle \frac{\langle U_{S,\alpha}, V_{\{u\}} \rangle}{\langle U_{S,\alpha}, U_{S,\alpha} \rangle} \frac{\langle U_{S,\alpha}, V_{\{v\}} \rangle}{\langle U_{S,\alpha}, U_{S,\alpha} \rangle}$$

$$= \sum_{(u,v) \in E'} \|V_{\{u\}}\|^2 - \sum_{(u,v) \in E'} \langle \Pi_1 V_{\{u\}}, \Pi_1 V_{\{v\}} \rangle$$

$$\leq \Gamma(R) + \sum_{(u,v) \in E'} \langle V_{\{u\}}, V_{\{v\}} \rangle - \sum_{(u,v) \in E'} \langle \Pi_1 V_{\{u\}}, \Pi_1 V_{\{v\}} \rangle$$

$$= \Gamma(R) + \sum_{(u,v) \in E'} \langle \Pi_1^\perp V_{\{u\}}, \Pi_1^\perp V_{\{v\}} \rangle$$

$$\leq \Gamma(R) + \frac{1}{2} \sum_{(u,v) \in E'} (\|\Pi_1^\perp V_{\{u\}}\|^2 + \|\Pi_1^\perp V_{\{v\}}\|^2)$$

$$= \Gamma(R) + \sum_{(u,v) \in E} (\|\Pi_1^\perp V_{\{u\}}\|^2 + \|\Pi_1^\perp V_{\{v\}}\|^2)$$

$$\leq \Gamma(R) + \sum_{(u,v) \in E} (\|\Pi_2^\perp V_{\{u\}}\|^2 + \|\Pi_2^\perp V_{\{v\}}\|^2)$$

$$\leq \Gamma(R) + d \sum_{u \in V} \|\Pi_2^\perp V_{\{u\}}\|^2$$
The final step of the proof is to argue that there exists a subset $S \subseteq [n]_{\leq r}$ such that
\[
d \sum_{u \in V} \|\Pi_u^2 V_{(u)}\|^2 \leq \frac{1}{(1-\epsilon)\lambda_{r+1}(L)} \Gamma(R).
\]

Consider the $\gamma \times n$ matrix $X$ with columns $V_{(u)}$ and singular values $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n$. From lemma 2.7, we can obtain a subset $S \subseteq V$ of size $r'$ such that
\[
\sum_{u \in V} \|\Pi_u^2 V_{(u)}\|^2 \leq \frac{1}{1-\epsilon} \left( \sum_{i=r+1}^{n} \sigma_i^2 \right).
\]

Using $\Gamma(R) \geq \sum_{(u,v) \in E} \|V_{(u)} - V_{(v)}\|^2 = d \text{Tr}(X^T XL)$ (remember that $L$ is normalized) and lemma 2.8, we get
\[
\|X^T X + L\|_F^2 \geq \min_{\sigma \in \mathbb{S}_n} \sum_{i=1}^{n} (\lambda_i(X^T X) + \lambda_{\sigma(i)}(L))^2.
\]

\[
\implies \|X^T X\|_F^2 + \|L\|_F^2 + 2 \text{Tr}(X^T XL) \geq \sum_{i=1}^{n} (\lambda_i(X^T X))^2 + \sum_{i=1}^{n} (\lambda_{\sigma(i)}(L))^2 + 2 \sum_{i=1}^{n} \lambda_i(X^T X)\lambda_{\sigma(i)}(L)
\]
\[
\geq \|X^T X\|_F^2 + \|L\|_F^2 + 2 \sum_{i=1}^{n} \lambda_i(X^T X)\lambda_{\sigma(i)}(L)
\]
\[
\implies \text{Tr}(X^T XL) \geq \sum_{i=1}^{n} \lambda_i(X^T X)\lambda_{\sigma(i)}(L)
\]
\[
\implies \Gamma(R) \geq d \sum_{i=1}^{n} \sigma_i^2 \lambda_{\sigma(i)}(L)
\]
\[
\geq d \sum_{i=1}^{n} \sigma_i^2 \lambda_{n+1-i}(L) \text{ (by the rearrangement inequality)}
\]
\[
\geq d \sum_{i=r+1}^{n} \sigma_i^2 \lambda_{r+1}(L)
\]
\[
\geq d\lambda_{r+1}(L)(1-\epsilon) \sum_{u \in V} \|\Pi_u^2 V_{(u)}\|^2
\]

from which we get $\mathbb{E}_\alpha[\Gamma(R')] \leq \Gamma(R) + \frac{\Gamma(R)}{(1-\epsilon)\lambda_{r+1}L}$ just like we wanted. \qed

Note that we actually only needed $r/\epsilon$ levels of the hierarchy but to achieve the improved bound, we need $r/\epsilon^2$ levels.

To illustrate why this is an efficient algorithm for low threshold-rank graphs, suppose the $c$th largest eigenvalue of the normalized adjacency matrix is $\gamma = 0.6$ for some constant $c$. Then, $\lambda_{c+1}(L) \geq \lambda_c(L) = 0.4$. So, we can get a $2.5(1+\epsilon)$ approximation in $n^{O(c/\epsilon^2)}$ time, which explains why this algorithm works well on graphs whose spectrum has very few large eigenvalues.


Chapter 3

Lower bounds for the Sum of Squares Hierarchy

3.1 Max K-CSP

An instance of Max K-CSP over alphabet $[q]$ contains $m$ constraints $C_1, \ldots, C_m$ on $n$ variables $x_1, \ldots, x_n$. Each constraint $C_i$ is a boolean predicate on a subset of $K$ distinct variables. That is, if $T_i$ is the subset of $K$ distinct variables for the $i$th constraint, then $C_i$ is a function from $[q]^{T_i}$ to $\{0, 1\}$. An assignment is a mapping of the variables to $[q]$. We say that an assignment satisfies $C_i$ if the evaluation of $C_i$ on the assignment restricted to $T_i$ is 1. The objective is to assign letters from $[q]$ to the variables $x_1, \ldots, x_n$ such that maximum number of constraints are satisfied. This general framework captures a large class of problems and they have natural SoS relaxations as was shown in Chapter 2.

Kothari et al.\cite{KMOW17} gave tight tradeoffs between the density $\Delta = m/n$, the number of rounds of the SoS hierarchy and the optimum value of the relaxation for random CSP instances. They consider a graph naturally associated with the CSP instance and argue that if the graph satisfies a condition called the Plausibility assumption, then SoS vectors exist that exhibit almost perfect completeness, or
in other words, the optimum SoS value is very close to \( m \). Instances of Max \( K \)-CSP which are random (for the precise meaning, see definition 3.1), satisfy the Plausibility assumption with high probability, so they serve as integrality gaps.

In our construction, the instance \( I \) has \( m \) \( K \)-ary constraints on \( n \) variables. We fix a prime power \( q \) and a subset \( \mathcal{C} \subseteq \mathbb{F}_q^K \) and we consider instances \( I \) where the variables are \( x_1, \ldots, x_n \), the alphabet is \([q]\) and each constraint \( P \) on the appropriate subset of variables \( x_{\mathcal{C}} = (x_i)_{i \in \mathcal{C}} \) is of the form \( P(x) = [\text{Is } x_{\mathcal{C}} - b \in \mathcal{C}] \) where \( b \in \mathbb{F}_q^K \) and \( \mathcal{C} \subseteq \mathbb{F}_q^K \). Here, \( \mathcal{C} \) is fixed for all predicates but \( b \) could be different.

There are 2 natural graphs that we can associate \( I \) with. Let the \( m \) constraints be on the subsets \( \mathcal{C}_1, \ldots, \mathcal{C}_m \) of \([n]\). We abuse notation to treat \( C_i \) as a boolean function from \([q]^{|C_i|}\) to \{0, 1\} which evaluates to 1 if and only if that corresponding assignment is satisfied by the \( i \)th predicate.

- Factor Graph: Consider the bipartite graph \( G_I \) defined as follows. The left partition is \( \{C_i \mid i \in [m]\} \), the set of constraints and the right partition is \( \{x_j \mid j \in [n]\} \). \( G_I \) contains the edge \((C_i, x_j)\) if and only if \( C_i \) contains \( x_j \). Therefore, \( G_I \) has \( m + n \) vertices and \( mK \) edges since each vertex in the left partition has degree \( K \).

- The Label Extended Factor graph: Fix a positive integer \( \beta \) and consider the bipartite graph \( H_{I, \beta} = (L, R, E) \) defined as follows. The left partition \( L \) is \( \{(C_i, \alpha) \mid i \in [m], \alpha \in [q]^K, C_i(\alpha) = 1\} \). The right partition \( R \) is \( \{(x_i, \alpha_{x_i}, j) \mid i \in [n], \alpha_{x_i} \in [q], j \in [\beta]\} \) with cardinality \( nq\beta \). And \( E \) contains all the edges \(((C_i, \alpha), (x, \alpha_{x}, j))\) if \( x \in C_i \) and \( \alpha \) assigns \( x \) to \( \alpha_{x} \). Since each predicate is a random shift of \( C \), we have that there are \(|C|\) possible values of \( \alpha \) for each \( C_i \), so \(|L| = m|C|\). Therefore, \( H_{I, \beta} \) has \( N = m|C| + nq\beta \) vertices and \( m|C|K\beta \) edges since each vertex in \( L \) has degree \( K\beta \).

**Definition 3.1 (Random Max \( K \)-CSP instance).** For a fixed \( \mathcal{C} \subseteq \mathbb{F}_q^K \), a random instance of Max \( K \)-CSP of the form above proceeds by choosing the \( m \) constraints independently as follows - For each constraint, we first choose the subset of \( K \) variables uniformly at random.
and then choose \( b \in \mathbb{F}_q^K \) uniformly at random.

For an instance \( I \), we define some parameters that will be of interest:

Let \( \tau \geq 1 \) be any integer such that \( \mathcal{C} \) is \((\tau - 1)\)-wise uniform. This means that the projection to any \( \tau - 1 \) coordinates from the \( K \) coordinates is the uniform distribution in these coordinates. The minimum such \( \tau \) is called the complexity of the predicate.

Let \( 1 \leq \eta \leq \frac{1}{2} \) be a parameter such that \( \eta n \) is roughly the number of levels of SoS that we are considering. So, we would be interested in optimizing \( \eta \).

Let \( \zeta \) be any parameter such that \( 0 < \zeta < 1 \) and \( K \leq \zeta \cdot \eta n \). Note that both \( \eta, \zeta \) could depend on \( n \).

**Definition 3.2 (\( \tau \)-subgraph).** Define a \( \tau \)-subgraph \( H \) to be any edge-induced subgraph of \( G_I \) such that each constraint vertex in \( H \) has degree at least \( \tau \) in \( H \).

Edge-induced essentially means that there are no isolated vertices. Also, note that the empty subgraph is a \( \tau \)-subgraph.

**Definition 3.3 (Plausible subgraphs).** Define a \( \tau \)-subgraph \( H \) of \( G_I \) with \( c \) constraint vertices, \( v \) variable vertices and \( e \) edges to be plausible if \( v \geq e - \frac{\tau - \zeta}{2} c \).

Now, we introduce the condition that we would like our factor graph to satisfy.

**Definition 3.4 (Plausibility assumption).** All \( \tau \)-subgraphs \( H \) of \( G_I \) with at most \( 2\eta n \) constraint variables are plausible.

This assumption roughly says that all small subsets of \( L \) have large neighborhoods, that is, \( G_I \) has expansion properties. The idea is that random instances satisfy the Plausibility assumption with high probability and instances whose factor graphs satisfy the Plausibility assumption exhibit perfect completeness for the SoS relaxation.

More precisely, fix a Max K-CSP instance \( I \) and let \( G_I \) be the factor graph. The following theorem shows SoS hardness for Max K-CSP assuming Plausibility.
**Theorem 3.5 ([KMOW17]).** If the Plausibility assumption holds, then a degree $O(\zeta \eta n)$ SoS relaxation of the instance will have optimum value $m$.

In their paper, a more general version was shown for any $\tau$. The completeness value then depends on the statistical distance of the given predicate from a $\tau$-wise uniform distribution on $\mathbb{F}_q^K$. In fact, using essentially the same techniques, we can obtain a result where the constraints can have varying arity and their corresponding predicates can be arbitrary with possibly varying complexity, see for instance [KOS17]. But for our purposes, this particular version will suffice.

We remark that the actual optimum value of $I$ will be concentrated around $m|\mathcal{C}|/q^K$ with high probability by a standard Chernoff bound. This is far from the SDP optimum if $|\mathcal{C}|$ is small compared to $q^K$, so this will be the usual setting in our hardness applications.

So, we would like to find the right value of $\eta$ so that all $\tau$-subgraphs with at most $2\eta n$ constraints are plausible. Such a bound can be obtained by a standard probabilistic argument leading to the following theorem.

**Theorem 3.6 ([KMOW17]).** Assume that $C$ has complexity at least $\tau \geq 3$. Fix $0 < \zeta < 0.99(\tau - 2)$ and $0 < \beta < \frac{1}{2}$. Then, with probability at least $1 - \beta$, the factor graph $G_I$ of a random Max K-CSP instance $I$ with $n$ variables and $m = \Delta n$ constraints will satisfy the Plausibility assumption with $\eta = \frac{1}{K} \left( \frac{\beta^{1/(\tau - 2)}}{2^{K/(\tau - 2)}} \right)^{O(1)} \cdot \frac{1}{\Delta^{2/(\tau - 2 - \zeta)}}$.

The following corollary is immediate from Theorem 3.5 and Theorem 3.6.

**Corollary 3.7.** Assume that $C$ has complexity at least $\tau \geq 3$. Fix $0 < \zeta < 0.99(\tau - 2)$ and $0 < \beta < \frac{1}{2}$. Then, with probability at least $1 - \beta$, for a random Max K-CSP instance $I$ with $n$ variables and $m = \Delta n$ constraints, the level $O\left( \frac{1}{K} \left( \frac{\beta^{1/(\tau - 2)}}{2^{K/(\tau - 2)}} \right)^{O(1)} \cdot \frac{n}{\Delta^{2/(\tau - 2 - \zeta)}} \right)$ SoS relaxation will have perfect completeness, that is, it will have an optimum value of $m$.

We will illustrate some ideas involved in the proof of Theorem 3.5 when we describe pseudocalibration.
We remark that, over boolean predicates of constant arity, this lower bound is tight up to logarithmic factors, due to the following result on imperfect completeness of the SoS hierarchy on random CSPs.

**Theorem 3.8** ([AOW15], [RRS17]). Let $I$ be a random Max $K$-CSP instance over boolean predicates, that is, $q = 2$. With high probability, the level $\tilde{O}(n/\Delta^{2/(\tau-2)})$ SoS relaxation has optimum value strictly less than $m$.

We believe that their techniques should generalize to arbitrary alphabet size as well.

### 3.2 Max $K$-CSP for superconstant $K$

If $\tau$ is a constant, as we have in most applications, note that the parameter $\eta$ as per Theorem 3.6 drops off exponentially in $K$ (for a fixed $\tau$). This is fine if $K$ is constant, but for applications like Densest $k$-subgraph, $K$ is large (polynomial in $n$) and so, we need a different bound.

If we had $\tau = \Omega(K)$ as in k-SAT for example, we can use the existing bound because $\frac{K}{\tau-2}$ will be at most a constant. But in many reductions, we can obtain good soundness generally when $\tau$ is low compared to $K$, i.e., the predicate has low complexity. In that aspect, we will prove the following bound.

**Theorem 3.9.** Assume that $\mathcal{C}$ has complexity at least $\tau \geq 4$. Fix $0 < \zeta < 0.99(\tau - 2)$. If $10 \leq K \leq \sqrt{n}$ and $n^{\nu-1} \leq 1/(10^8(\Delta K^{\tau-\zeta} + 0.75)^{2/(\tau-\zeta-2)})$ for some $\nu > 0$, then the factor graph $G_1$ of a random Max $K$-CSP instance $I$ with $n$ variables and $m = \Delta n$ constraints will satisfy the Plausibility assumption with probability $1 - o(1)$, for $\eta = O(1/(\Delta K^{\tau-\zeta})^{2/(\tau-\zeta-2)})$.

Note that exponential dependence on $K$ has been dropped assuming an inequality between $\Delta$ and $K$. To prove this theorem, we will be using the following lemma regarding expansion properties of the factor graph of random CSPs.
Lemma 3.10 (Implicitly shown in [BCG+12]). If $\delta \geq 1.5, 10 \leq K \leq \sqrt{n}$ and $n^{\nu - 1} \leq 1/(10^8(\Delta K^{2\delta + 0.75})^{1/(\delta - 1)})$ for some $\nu > 0$, then the factor graph $G_I$ of a random Max $k$-CSP instance $I$ with $n$ variables and $m = \Delta n$ constraints will satisfy the following condition with probability $1 - o(1)$ for $\eta = O((\Delta K^{2\delta})^{1/(\delta - 1)})$: Any set of $c$ constraints for $c \leq \eta n$ will contain more than $(K - \delta)c$ variables.

Proof of Theorem 3.11 Set $\delta = (\tau - \zeta)/2$. Note that the conditions of the lemma are satisfied since $\delta \geq (4 - 1)/2 = 1.5$ and the others are obvious. So, we get that any set of $c$ constraints for $c \leq \eta n$ contain more than $(K - \delta)c$ variables. Now, we will prove the Plausibility assumption. Consider any $\tau$-subgraph $H$ of $G_I$ with $c$ constraint vertices, $v$ variable vertices and $e$ edges. We wish to prove that $v \geq e - \frac{\tau - \zeta}{2}c = e - \delta c$ with high probability. Rewrite this as $\delta c \geq (e - v)$.

Note that the left hand side depends only on the number of constraint vertices in $H$. If $d_1, \ldots, d_v$ are the degrees of the variable vertices in $H$, then $d_i \geq 1$ since there are no isolated vertices and $e - v = \sum_{i=1}^{v} d_i - v = \sum_{i=1}^{v} (d_i - 1)$. Observe that for a fixed set of $c$ constraint vertices in $H$, $\sum_{i=1}^{v} (d_i - 1)$ is maximized when $H$ contains all the neighbors of these $c$ constraint vertices. So, it suffices to prove the inequality only for such subgraphs $H$. Any such subgraph will have $e = Kc$ since all edges connected to the $c$ constraint vertices are chosen and we get that we have to prove $\delta c \geq Kc - v \iff v \geq (K - \delta)c$. This is guaranteed by the lemma for $c \leq \eta n$. $\square$

So, we have the following corollary.

Corollary 3.11. Assume that $C$ has complexity at least $\tau \geq 4$. Fix $0 < \zeta < 0.99(\tau - 2)$. If $10 \leq K \leq \sqrt{n}$ and $n^{\nu - 1} \leq 1/(10^8(\Delta K^{\tau - \zeta} + 0.75)^{2/(\tau - \zeta - 2)})$ for some $\nu > 0$, with high probability, for a random Max $k$-CSP instance $I$ with $n$ variables and $m = \Delta n$ constraints, the level $O\left(\frac{n}{(\Delta K^{\tau - \zeta})^{2/(\tau - \zeta - 2)}}\right)$ SoS relaxation will have perfect completeness, that is, it will have an optimum value of $m$. 
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3.3 Reductions to other problems

Once we have shown an integrality gap for the SoS Hierarchy for Max $K$-CSPs, we can reduce this to show integrality gaps for the SoS Hierarchy for other problems directly. Roughly speaking, for a given problem $\Gamma$, using the hard instances $I$ of Max $K$-CSPs, we construct instances $J$ for the SoS relaxation of $\Gamma$ such that the following conditions hold:

- Completeness: We produce SoS vectors such that they are feasible for the SoS relaxation for $\Gamma$
- Soundness: Our construction has to be robust in the sense that the actual optimum value of the instance is far away from the optimum value of the SoS relaxation, which can be bounded by the objective value of the feasible SoS solution constructed above

This idea was exploited by Tulsiani\cite{Tul09} to construct integrality gaps for Maximum Independent Set, Approximate Graph Coloring, Chromatic Number and Vertex Cover; and by Bhaskara et al.\cite{BCG+12} for Densest $k$-subgraph.

3.3.1 Densest $k$-subgraph

An instance of Densest $k$-Subgraph is an undirected unweighted graph $G = (V, E)$ and a positive integer $k$. The objective is to find a subset $W$ of $V$ with exactly $k$ vertices such that the number of edges with both endpoints in $W$, is maximized.

The first SoS hardness for the Densest $k$-subgraph problem was shown by Bhaskara et al.\cite{BCG+12}. The same construction with slightly different parameters and a stronger soundness argument was found to give a better gap by Manurangsi\cite{Man15}.

**Theorem 3.12** (\cite{BCG+12}, \cite{Man15}). Fix a constant $0 < \rho < 1$. For all sufficiently large $n, q$ and integer $3 \leq D \leq 10$, there exists an instance of Densest $k$-subgraph with
\[ N = O(nq^{2D-2+\rho}) \] vertices that demonstrates an integrality gap of \( \Omega(q / \ln q) \) for the level \( R = \Omega(\frac{n}{q^{(4D-2+2\rho)/(D-2)+\gamma}}) \) SoS relaxation.

The graphs that exhibit this integrality gap are constructed from random instances of Max K-CSP. For a random instance \( I \) of Max K-CSP, consider an instance \( \Gamma \) of Densest \( k \)-subgraph with the graph being \( G = H_{I,\Delta} \) and \( k = 2m \).

For a prime number \( q \), we set \( K = q - 1, \Delta = 100q^{D+\rho}/K, \eta = 1/(10^8(\Delta K^D)^2/(D-2)) \) and \( \mathcal{C} \) is a code (a code is a subspace of \( \mathbb{F}_q^K \), treated as a vector space over \( \mathbb{F}_q \)) with dimension \( D - 1 \) and is \( (D - 1) \)-wise uniform. The existence of such a code is shown below.

**Lemma 3.13.** For an integer \( D \geq 3 \) and prime number \( q \geq D \), there exists a code \( \mathcal{C} \) in \( \mathbb{F}_q^{q-1} \) which has dimension \( (D - 1) \) and is \( (D - 1) \)-wise uniform.

**Proof.** Fix a primitive root \( g \) of \( \mathbb{F}_q \). Consider the \( (q - 1) \times (D - 1) \) matrix \( A \) as follows.

\[
A = \begin{bmatrix}
1 & 1 & 1 & \ldots & 1 \\
1 & g & g^2 & \ldots & g^{D-2} \\
1 & g^2 & g^4 & \ldots & g^{2(D-2)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & g^{q-1} & g^{2(q-1)} & \ldots & g^{(D-2)(q-1)}
\end{bmatrix}
\]

Here, the \((i,j)\)th entry of \( A \) is \( g^{(i-1)(j-1)} \) for \( i \leq q - 1, j \leq D - 1 \). Considering \( A \) as a linear operator from \( \mathbb{F}_q^{D-1} \) to \( \mathbb{F}_q^{q-1} \), we set \( \mathcal{C} = \text{Im}(A) \), the image of \( A \).

Note that the rank of \( A \) is \( D - 1 \) since there are at \( D - 1 \) columns and the square matrix formed by the first \( D - 1 \) rows has determinant \( \prod_{0 \leq i < j \leq D-2} (g^j - g^i) \) which is nonzero since \( g \) is a primitive root and \( D - 2 \leq q - 2 \). Therefore, \( \dim \mathcal{C} = D - 1 \). To prove that \( \mathcal{C} \) is \( (D - 1) \)-uniform, consider any \( D - 1 \) indices \( r_1 < r_2 < \ldots < r_{D-1} \) in \([q - 1]\). Suppose we wish to determine the number of elements \( c = (c_1, \ldots, c_{q-1}) \in \mathcal{C} \) with fixed values of \( c_{r_i} \). This condition can be written as \( Ab = c \) for some vector \( b \in \mathbb{F}_q^{D-1} \). Note that, the \((D - 1) \times (D - 1) \) submatrix of \( A \) formed by choosing the rows with indices \( r_1, \ldots, r_{D-1} \) is nonsingular, since the determinant
is \( \prod_{0 \leq i < j \leq D-2} (g^j_i - g^r_i) \neq 0. \) This means that the system of \( D - 1 \) equations uniquely determine \( b \) and hence, \( c \) is also determined, which proves that there is a unique \( c \) with any choice of predetermined values \( c_r \). This also proves that \( C \) is \((D - 1)\) uniform. \( \square \)

Using the SoS hardness results of Max K-CSP, We can show that the level \( O(\eta n) \) SoS relaxation for Max K-CSP with the above parameters, for a sufficiently small constant \( \zeta > 0 \) achieves perfect completeness. The following lemma determines a lower bound on the completeness of the graph construction assuming perfect completeness for MAX K-CSP.

**Lemma 3.14 ([BCG+12]).** If there exists a perfect solution for \( r \) levels of the SoS Hierarchy for \( I \), then there exists a solution of value \( \Delta mK \) for \( r/K \) levels of the SoS hierarchy for \( \Gamma \).

We describe the construction of the SoS vectors because that will be used in a subsequent application to proving SoS hardness of Minimum \( p \)-Union. The complete proof is given in [BCG+12]. Suppose \( W_{(T,\alpha)} \) are the optimal SoS vectors for the level \( r \) relaxation of \( I \), for \( \alpha \in [q]^T \), \( |T| \leq r \), then the level \( r/K \) SoS vectors \( V_S \) for \( \Gamma \) are as follows. Let \( S \) be any subset of the vertices \( V \) of \( G \) with \( |S| \leq r/K \). Then, define \( S_1 = \{ (C_t, \alpha) \mid (C_t, \alpha) \in S \} \) be the left vertices in \( S \) and \( S_2 = \{ (x_s, \alpha_{x_s}, j) \mid (x_s, \alpha_{x_s}, j) \in S \} \) be the right vertices in \( S \). Say \( (x_s, \alpha_{x_s}) \) is contained in \( S \) if either

- \( x_s \in C_t, \alpha(x_s) = \alpha_{x_s} \) for some \( (C_t, \alpha) \in S_1 \) or
- \( (x_s, \alpha_{x_s}, j) \in S_2 \) for some \( j \in [\Delta] \)

Say \( S \) is inconsistent if there exists a variable \( x_s \) with two distinct assignments in \( S \), that is, there exist \( \alpha_{x_s} \neq \alpha'_{x_s} \in [q] \) such that both \( (x_s, \alpha_{x_s}) \) and \( (x_s, \alpha'_{x_s}) \) are contained in \( S \). If \( S \) is inconsistent, we set \( V_S = 0 \). Else, define \( T = (\cup_{(C_t, \alpha) \in S_1} C_t) \cup (\cup_{j \in [\Delta]} \cup_{(x_s, \alpha_{x_s}, j) \in S_2} \{x_s\}) \). Note that \( |T| \leq r \). We define \( \beta \in [q]^T \) as follows: for every variable \( x_s \) in \( T \), choose \( \alpha_{x_s} \) such that \( (x_s, \alpha_{x_s}) \) is contained in \( S \) which happens
for a unique $\alpha_x$ since $x_s \in T$ and $S$ is not inconsistent, and set $\beta(x) = \alpha_x$. Finally, we set $V_S = W_{(T, \beta)}$.

The improved soundness result is as below.

**Lemma 3.15 ([Man15]).** Let $0 < \rho < 1$ be a constant. If $q/2 \leq K \leq q$, $q \geq 10000/\rho$, $|C| \leq q^{10}$ and $\Delta \geq 100q^{1+\rho} |C| / K$, then the optimum solution for $\Gamma$ has at most $4000\Delta mK \ln q / (q \rho)$ edges with probability at least $1 - o(1)$.

**Corollary 3.16.** For any $0 < \epsilon < 1/14$, there exists an instance of Densest $k$-subgraph on $N$ vertices that demonstrates an integrality gap of $\Omega(N^{1/14 - \epsilon})$ for the level $N^{\Omega(\epsilon)}$ SoS relaxation.

*Proof.* The corollary follows from the above theorem by setting $D = 4$, $q = N^{1/14 - \epsilon/2}$ and $\rho = \epsilon / 1000$. \(\square\)

### 3.3.2 Densest $k$-subhypergraph

This is a natural variant of Densest $k$-subgraph for hypergraphs. An instance of Densest $k$-subhypergraph is an unweighted hypergraph $G = (V, E)$ and a positive integer $k$ and the objective is to find a subset $W$ of $V$ with exactly $k$ vertices such that the number of edges $e \in E$ with $e \subseteq W$, is maximum.

For any constant $\epsilon > 0$, for Densest $k$-subhypergraph on 3-uniform hypergraphs, Chlamtåš et al. ([CDK+16]) gave an $O(n^{4(4 - \sqrt{3})/13 + \epsilon})$ approximation. Here, we present lower bounds for the natural SoS hierarchy for the general problem.

The SoS relaxation is almost identical to Densest $k$-subgraph but this time, the objective function is $\sum_{F \in E} \prod_{u \in F} x_u$. Assume $V = [n]$. The level $r$ SoS relaxation is as follows.

Maximize $\sum_{F \in E} \|V_F\|^2$

subject to $\sum_{v \in V} \langle V_{\{v\}}, V_S \rangle = k\|V_S\|^2 \quad \forall S \in [n]_{\leq r}$
\[ \langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \quad \forall S_1 \cup S_2 = S_3 \cup S_4 \text{ and } S_i \in [n] \leq r \]
\[ \langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n] \leq r \]
\[ \|V_\phi\|^2 = 1 \]

We reduce integrality gaps for the SoS hierarchy for Densest \( k \)-subgraph to integrality gaps for the SoS hierarchy for Densest \( k \)-subhypergraph. The maximum number of vertices in any hyperedge is called the arity of the hypergraph.

**Theorem 3.17.** For any positive integer \( t \), if the integrality gap of \( r \geq 2^t \) levels of the SoS hierarchy for Densest \( k \)-subgraph is \( \alpha(n) \) for instances with \( n \) vertices and number of edges that is not bounded as \( n \) grows, the integrality gap of \( r \) levels of SoS hierarchy for Densest \( k \)-subhypergraph on \( n \) vertices of arity \( 2^t \) is at least \( (\alpha(n)/2^{t+2})^{2^t-1} \).

**Proof.** Let \( \rho = 2^{t-1} \). Consider instances \( I = (G, k) \) for Densest \( k \)-subgraph that demonstrate an integrality gap of \( \alpha(n) \) for \( r \) levels of the SoS Hierarchy. Let \( G = (V, E) \) and here, we have \( n = |V| \). Consider the elements of \( E \) as sets of size 2. We will construct an hypergraph \( G' = (V, E') \) of arity \( 2\rho \) as follows. We set \( E' = \{ \cup_{i \leq \rho} f_i \mid f_i \in E \} \). Note that the arity of \( G' \) is at most \( 2\rho \) by construction. For sufficiently large \( n \), since the number of edges is not bounded, we have that the arity of \( G' \) is exactly \( 2\rho = 2^t \). We consider the instance \( J = (G', k) \) on \( n \) vertices.

Let \( V_S \) be the optimal SoS vectors for \( I \) and let \( FRAC, OPT \) be the optimum SoS relaxation value and actual optimum for \( I \) respectively. So, \( FRAC = \sum_{e \in E} \|V_e\|^2 \geq \alpha(n)OPT \).

We use the same SoS vectors for this new instance. Note that they are trivially a feasible solution. Let \( FRAC', OPT' \) be the optimum level \( r \) SoS relaxation value and actual optimum for \( J \) respectively. First, observe that \( OPT' \leq OPT^\rho \). This is because, if we consider any \( k \) vertices in \( G' \), if the induced subgraph on these vertices of \( G \) contains \( l \) edges, then, by construction, the induced subgraph on these vertices of \( G' \) contain at most \( l^\rho \) edges. But we have \( l \leq OPT \) which implies that any \( k \) vertices in \( G' \) have at most \( OPT^\rho \) edges and hence, \( OPT' \leq OPT^\rho \).
We will use the following claim which will be proved later.

**Claim.** For an integer \( p \geq 0 \), let \( T = E^{2^p} \) be the set of ordered tuples of \( 2^p \) edges. Then,

\[
\sum_{(f_1, \ldots, f_{2^p}) \in T} \| V_{f_1 \cup \ldots \cup f_{2^p}} \|^2 \geq FRAC^{2^p}.
\]

Now, consider the set \( T = E^\rho \). For each element \((f_1, \ldots, f_\rho)\) of \( T \), by construction, there is at least one hyperedge \( F \) in \( G' \) with \( F = f_1 \cup \ldots \cup f_\rho \). Also, each element \( F \) of \( E' \) is the union of \( \rho \) edges and so, can be written as \( f_1 \cup \ldots \cup f_\rho \) for some \((f_1, \ldots, f_\rho) \in T \). Moreover, there are at most \((4^\rho)^2 \rho \) such elements in \( T \) for a fixed \( F \). This is because each \( f_i \) has at most \(|F|(|F| - 1) \leq (2\rho)(2\rho - 1) \leq 4\rho^2 \) choices.

So, we have

\[
FRAC' = \sum_{F \in E'} \| V_F \|^2 \geq \frac{1}{((4^\rho)^2 \rho)} \times \sum_{(f_1, \ldots, f_\rho) \in T} \| V_{f_1 \cup \ldots \cup f_\rho} \|^2 \geq \frac{FRAC^{\rho}}{4^\rho \rho^{2^\rho}}
\]

So, we have that the integrality gap of \( J \) is at least

\[
\frac{FRAC'}{OPT'} \geq \frac{FRAC^{\rho}}{4^\rho \rho^{2^\rho} OPT^{\rho}} \geq \left( \frac{\alpha(n)}{2^{t+2}} \right)^{2^{t-1}}
\]

This completes the proof of the theorem. \( \square \)

It remains to prove the claim.

**Proof of Claim.** The proof will be by induction on \( p \). When \( p = 0 \), we have \( \sum_{f \in E} \| V_f \|^2 = FRAC \) by definition. Let \( T' = E^{2^{p-1}} \). Fix an integer \( p \geq 1 \). Assume \( \sum_{(f_1, \ldots, f_{2^p-1}) \in T'} \| V_{f_1 \cup \ldots \cup f_{2^p-1}} \|^2 \geq FRAC^{2^{p-1}} \) as the induction hypothesis and consider

\[
\sum_{(f_1, \ldots, f_{2^p}) \in T} \| V_{f_1 \cup \ldots \cup f_{2^p}} \|^2 = \sum_{(f_1, \ldots, f_{2^p}) \in T} \langle V_{f_1 \cup \ldots \cup f_{2^p}}, V_{f_1 \cup \ldots \cup f_{2^p}} \rangle
\]

\[
= \sum_{(f_1, \ldots, f_{2^p}) \in T} \langle V_{f_1 \cup \ldots \cup f_{2^p-1}}, V_{f_{2^p-1} \cup \ldots \cup f_{2^p}} \rangle
\]
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Here, the second and second last equalities follow from properties of SoS vectors; and the first inequality follows from Cauchy-Schwarz and we used the fact that \( \|V_\phi\|^2 = 1 \). This completes the proof of the claim. \( \square \)

Note in particular that when \( t \) is constant, we get an \( \Omega(\alpha(n)^{2^{t-1}}) \) integrality gap for an instance with arity \( 2^t \).

Using the SoS hardness result for Densest \( k \)-subgraph described in the previous section and our theorem, we arrive at the following SoS hardness result for Densest \( k \)-subhypergraph for any arbitrary arity \( \rho \geq 2 \) where we apply the theorem to construct hypergraphs with arity \( 2^{\lfloor \log \rho \rfloor} \).

**Corollary 3.13:** For any integer \( \rho \geq 2 \), \( n^{\Omega(\epsilon)} \) levels of the SoS hierarchy has an integrality gap of at least \( \Omega(n^{(2^{\lfloor \log \rho \rfloor}/28)}) \geq \Omega(n^{\rho/56}) \) for Densest k-subhypergraph on \( n \) vertices of arity \( \rho \).
### 3.3.3 Minimum p-Union

An instance of Minimum $p$-Union is a positive integer $p$ and a collection of $m$ subsets $S_1, \ldots, S_m$ of an universe of $n$ elements. The objective is to choose exactly $p$ of these sets such that the size of their union is minimized. This problem was first studied by Chlamtác et al.\[CDK^{+}16\] and the current best known approximation algorithm is an $O(m^{1/4})$ approximation by Chlamtác et al.\[CDM17\].

This can be thought of as a variant of the Densest $k$-subgraph problem. The relation to Densest $k$-subgraph comes from an intermediate problem also known as the Smallest $m$-Edge Subgraph problem, where we are given a graph $G$ and an integer $m$, the objective is to choose exactly $m$ edges so that the number of vertices that are contained in these chosen edges is minimum. Intuitively, if the number of vertices in the final edge induced subgraph is small, then the subgraph should be dense. Indeed, we will exploit this intuition in our integrality gap construction. Smallest $m$-Edge Subgraph problem can be thought of as the restricted version of Minimum $p$-Union where each set has size 2. Minimum $p$-Union can also be viewed as a variant of the Maximum $k$-coverage problem where we have the same input but the objective is to maximize the size of the union. This problem is completely understood in the sense that there is a $1 - 1/e$ approximation and Feige\[Fei98\] showed it is also tight.

This problem has an equivalent formulation in terms of bipartite graphs, known as the Small Set Bipartite Vertex Expansion (SSBVE) problem which can also be viewed as the bipartite version of the Small Set Expansion problem. In SSBVE, we are given an integer $l$ and a bipartite graph $G = (L, R, E)$ with $n$ vertices, with labelled left and right partitions $L$ and $R$. The objective is to choose exactly $l$ vertices from $L$ such that the size of the neighborhood of these $l$ vertices is minimized. The connection with Minimum $p$-Union is straightforward and comes by identifying the sets with $L$ and the universe with $R$. So, we can interchangeably work with either problem.

In the basic program for SSBVE, we have variables $x_u$ for every vertex $u$, where
Theorem 3.18. Fix $0 < \rho < 1$. For all sufficiently large $n, q$ and integer $3 \leq D \leq 10$, there exist instances of SSBVE on $N = O(nq^{3D-2+\rho})$ vertices that demonstrate an integrality gap of $\Omega(q^{1/2-o(1)})$ for the level $\Omega(n/(q^{5+6/(D-2)+2\rho/(D-2)}))$ SoS relaxation.

Proof. We will use a modification of the integrality gap instance for Densest $k$-subgraph obtained from random CSPs as was illustrated earlier.

Take a random instance $I$ of Max $K$-CSP with $m$ constraints on variables $\{x_1, \ldots, x_n\}$, alphabet $[q]$ and with optimum value of the level $r = O(\eta n)$ SoS relaxation being $m$ (perfect completeness). The parameters are as before, $K = q - 1, \Delta = 100q^{D+\rho}/K, \eta = 1/(10^8(\Delta K)D^{2/(D-2)}$ and $C \subseteq F_q^k$ has dimension $D - 1$ and is
Consider the label extended factor graph $G = H_{l,\Delta}$ and construct the instance $J = (H, I)$ of SSBVE as follows. $H$ is the bipartite graph obtained from $G$ by subdividing the edges of $G$. That is, $H = (L, R, E')$ where $L$ corresponds to the edges of $G$; $R$ corresponds to the vertices of $G$; and $E'$ contains the edge $(e, u)$ for $e \in L, u \in R$ if and only if the edge $e$ contains $u$ in $G$. Finally, set $l = \Delta m K$. We will argue that $J$ exhibits the desired integrality gap.

Suppose $G = (V, E)$ with $V = [n]$. From lemma 3.14 we have SoS vectors $V_S$ for subsets $S$ of $V$ of size at most $r' = r/K$ that satisfy the following properties.

- $\sum_{u \in V} \langle V_{\{u\}}, V_S \rangle = 2m \| V_S \|^2$ for all $S \in [n]_{\leq r'}$
- $\langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle$ for all $S_1 \cup S_2 = S_3 \cup S_4$ and $S_i \in [n]_{\leq r'}$
- $\langle V_{S_1}, V_{S_2} \rangle \geq 0$ for all $S_1, S_2 \in [n]_{\leq r'}$
- $\| V_\phi \|^2 = 1$

It is important that the vectors $V_S$ are the same vectors as constructed in the proof of lemma 3.14. Remember that they are constructed from $W_{(S, \alpha)}$, the SoS vectors for the level $r$ relaxation of the Max $K$-CSP instance we are reducing from, for $\alpha \in [q]^S, |S| \leq r$.

We will describe level $(r'/2 - 4)$ SoS vectors for SSBVE, $U_S$, as follows. Consider any subset $S$ of $L \cup R$ with at most $(r'/2 - 4)$ vertices. For $T \subseteq L$, let $\mathcal{N}(T)$ denote the set of neighbors of $T$. Define $B(S) = (R \cap S) \cup \mathcal{N}(L \cap S)$. Note that $B(S) \subseteq R = V$. Define $U_S = V_{B(S)}$. Note that this is well defined since $|S| \leq r'/2 - 4 \implies |B(S)| \leq r' - 2$ which follows since $|N(\{u\})| = 2$ for any $u \in L$.

We first prove that these vectors $U_S$ form a feasible solution. For any $S_1, S_2 \subseteq L \cup R$ with $|S_1|, |S_2| \leq r'/2 - 4$, we have $\langle U_{S_1}, U_{S_2} \rangle = \langle V_{B(S_1)}, V_{B(S_2)} \rangle \geq 0$. Consider $S_1, S_2, S_3, S_4 \subseteq L \cup R$ with $S_1 \cup S_2 = S_3 \cup S_4$ and $|S_1|, |S_2|, |S_3|, |S_4| \leq r'/2 - 4$. 

$(D - 1)$-wise uniform.
If \( S_1 \cup S_2 = S_3 \cup S_4 = L' \cup R' \) for \( L' \subseteq L, R' \subseteq R \), then \( B(S_1) \cup B(S_2) = R' \cup N(L') = B(S_3) \cup B(S_4) \). So, we get \( \langle U_{S_1}, U_{S_2} \rangle = \langle V_{B(S_1)}, V_{B(S_2)} \rangle = \langle V_{B(S_3)}, V_{B(S_4)} \rangle = \langle U_{S_3}, U_{S_4} \rangle \). We also have \( \|U_\phi\|^2 = \|\phi\|^2 = 1. \)

Fix any subset \( S \subseteq L \cup R \) with \( |S| \leq r'/2 - 4 \). For any edge \((u, v)\) in \( H \) with \( u \in L, v \in R \), suppose \((u, w)\) with \( w \neq v \) is the other unique edge in \( H \), then we have \( \langle U\{u\}, U_S \rangle = \langle V\{v, w\}, V_{B(S)} \rangle = \|V\{v, w\} \cup B(S)\|^2 \) and similarly, \( \langle U\{v\}, U_S \rangle = \|V\{v\} \cup B(S)\|^2 \). Here, note that \(|\{v, w\} \cup B(S)\|, |\{v\} \cup B(S)\| \leq r' \).

Using the inequality \( \|V_{S_2}\| \leq \|V_{S_1}\| \) for \( S_1 \subseteq S_2 \subseteq [n] \leq r' \) (Indeed, \( \|V_{S_2}\|^2 = \langle V_{S_2}, V_{S_1} \rangle \leq \|V_{S_2}\| \cdot \|V_{S_1}\| \) by the Cauchy Schwarz inequality), we get \( \langle U\{u\}, U_S \rangle = \|V\{v, w\} \cup B(S)\|^2 \leq \|V\{v\} \cup B(S)\|^2 = \langle U\{v\}, U_S \rangle \) for all edges \((u, v) \in H \).

Finally, we need to show that \( \sum_{u \in L} \langle U\{u\}, U_S \rangle = l \|U_S\|^2 \). We have \( \sum_{u \in L} \langle U\{u\}, U_S \rangle = \sum_{(v, w) \in E} \langle V\{v, w\}, V_{B(S)} \rangle \). Note that each edge \((v, w) \in E\) is between vertices of the form \((C_i, \alpha)\) where \( i \leq m, \alpha \in [q]^K, C_i(\alpha) = 1 \), and \((x_j, \alpha_{x_j}, j')\) where \( j \leq n, \alpha_{x_j} \in [q], j' \in [\Delta] \) such that \( x_j \in C_i, \alpha(x_j) = \alpha_{x_j} \). Then, by construction, \( V\{v, w\} = W(C_i, \alpha) \) and this term appears \( K\Delta \) times for each \((C_i, \alpha)\). Also, we have \( U_S = V_{B(S)} = W(T, \beta) \) for some \( T, \beta \) with \( \beta \in [q]^T, |T| \leq r \). So, we get \( \sum_{(v, w) \in E} \langle V\{v, w\}, V_{B(S)} \rangle = K\Delta \sum_{(C_i, \alpha) \in V} \langle W(C_i, \alpha), W(T, \beta) \rangle \). Now, we use the fact that, for any \( i \leq m \), if \( \mathcal{A}_i \) is the set of satisfying partial assignments \( \alpha \in [q]^{C_i} \) with \( C_i(\alpha) = 1 \), that is \( \mathcal{A}_i = \{ \alpha \mid (C_i, \alpha) \in G \} \), then \( \sum_{\alpha \in \mathcal{A}_i} W(C_i, \alpha) = W(\phi, \phi) \) which is true because

\[
\| \sum_{\alpha \in \mathcal{A}_i} W(C_i, \alpha) - W(\phi, \phi) \|^2 = \langle \sum_{\alpha \in \mathcal{A}_i} W(C_i, \alpha) - W(\phi, \phi), \sum_{\alpha \in \mathcal{A}_i} W(C_i, \alpha) - W(\phi, \phi) \rangle
\]

\[
= \sum_{\alpha_1 \in \mathcal{A}_1} \sum_{\alpha_2 \in \mathcal{A}_2} \langle W(C_{i_1}, \alpha_1), W(C_{i_2}, \alpha_2) \rangle - 2 \sum_{\alpha \in \mathcal{A}_i} \langle W(C_i, \alpha), W(\phi, \phi) \rangle + \|W(\phi, \phi)\|^2
\]

\[
= \sum_{\alpha \in \mathcal{A}_i} \langle W(C_i, \alpha), W(\phi, \phi) \rangle - 2 \sum_{\alpha \in \mathcal{A}_i} \|W(C_i, \alpha)\|^2 + 1
\]

\[
= 1 - \sum_{\alpha \in \mathcal{A}_i} \|W(C_i, \alpha)\|^2 = 0
\]

Here, we used the facts that \( \langle W(C_{i_1}, \alpha_1), W(C_{i_2}, \alpha_2) \rangle = 0 \) for \( \alpha_1 \neq \alpha_2 \), \( \langle W(C_i, \alpha), W(\phi, \phi) \rangle = \)
\[ \| W_{(C_i, \alpha)} \|^2 \] and since we have a perfect solution, \[ \sum_{\alpha \in A_i} \| W_{(C_i, \alpha)} \|^2 = 1 \] for all \( i \leq m \).

So, we get

\[
\sum_{u \in L} \langle U_{\{u\}}, U_S \rangle = \sum_{(v, w) \in E} \langle V_{\{v, w\}}, V_B(S) \rangle \\
= K \Delta \sum_{(C_i, \alpha) \in V} \langle W_{(C_i, \alpha)}, W_{(T, \beta)} \rangle \\
= K \Delta \sum_{i=1}^m \langle W_{(\phi, \phi)}, W_{(T, \beta)} \rangle \\
= \Delta m K \| W_{(T, \beta)} \|^2 \\
= l \| W_{(T, \beta)} \|^2 = l \| U_S \|^2
\]

as required.

So, we have shown that the vectors \( U_S \) form a feasible solution for the level \( r'/2 - 4 = \Omega(r/K) \) SoS relaxation. The objective value of this solution is

\[
\sum_{v \in R} \| U_{\{v\}} \|^2 = \sum_{v \in V} \| V_{\{v\}} \|^2 = 2m.
\]

Let \( OPT' \) be the value of the actual optimum solution for \( J \). The following claim guarantees soundness of our instance.

**Claim.** Fix a constant \( 0 < \rho < 1 \). If \( q \geq 10000 / \rho, |\mathcal{C}| \leq q^{10} \), then \( OPT' \geq m \sqrt{q \rho} / (80 \sqrt{\ln q}) \).

So, we get an integrality gap of at least \( \text{FRAC}' / OPT' = \sqrt{q \rho} / (160 \sqrt{\ln q}) = \Omega(q^{1/2-o(1)}) \) for the instance \( J \) with \( N = m|\mathcal{C}|K \Delta + m|\mathcal{C}| + nq \Delta = O(nq^{3D-2+2\rho}) \) vertices where the number of levels of the SoS relaxation is

\[
\Omega \left( \frac{r}{K} \right) = \Omega \left( \frac{n}{K(\Delta KD)^{2/(D-2)}} \right) = \Omega \left( \frac{n}{q^{5/2+6/(D-2)+2\rho/(D-2)}} \right)
\]

which proves the theorem.

It remains to prove the claim.

**Proof of Claim:** Assume for the sake of contradiction that there exists a set of \( l = \Delta m K \) vertices in \( L \) that has a neighborhood of size \( m' < m \sqrt{q \rho} / (80 \sqrt{\ln q}) \). Parti-
tion the set of $m'$ vertices arbitrarily into $m'/m$ subsets of size $m$, denoted $R_1, \ldots, R_{m'/m}$.

The neighbors of any vertex $u$ among the chosen $l$ vertices of $L$ have their endpoints in $R_i, R_j$ for some $1 \leq i \leq j \leq m'/m$, not necessarily distinct. So, an upper bound on $l$ is
\[
\sum_{1 \leq i \leq j \leq m'/m} E(R_i, R_j)
\]
where $E(R_i, R_j)$ is the number of edges (think of a pre-fixed edge orientation to avoid overcounting) with their endpoints being in $R_i, R_j$ respectively. But note that $|R_i \cup R_j| \leq 2m$ and so, by Lemma 3.15, we have that $|E(R_i, R_j)| \leq 4000 \Delta mK \ln q / (q\rho)$ for all $i, j$. Therefore, we get
\[
l \leq \sum_{1 \leq i \leq j \leq m'/m} \frac{4000 \Delta mK \ln q}{q\rho} \leq \left(\frac{m'}{m}\right)^2 \frac{4000 \Delta mK \ln q}{q\rho} < \Delta mK
\]
which is a contradiction. \hfill \Box

**Corollary 3.19.** For any $0 < \epsilon < 1/18$, there exists an instance of SSBVE with $N$ vertices, or equivalently, an instance of Minimum $p$-Union with $O(N)$ sets and $O(N)$ elements in the universe, that demonstrates an integrality gap of $\Omega(N^{1/18-\epsilon})$ for the level $N^{\Omega(\epsilon)}$ SoS relaxation.

**Proof.** The corollary follows from the above theorem by setting $D = 3, q = N^{1/18-\epsilon/2}$ and $\rho = \epsilon/1000$. \hfill \Box

### 3.4 Pseudocalibration

Barak et al. [BHK+16] developed pseudocalibration, a heuristic to construct integrality gaps for SoS relaxations in a structured manner. We will describe the heuristic and show its applications to construct integrality gaps for Planted Clique and Max K-CSP.

To explain it, we first need the notion of pseudoexpectation, which presents a dual view of the SoS hierarchy that will give us more insight. This view will be very useful for constructing integrality gaps.
3.4.1 Pseudoexpectations

Let \( P^{\leq r}[x_1, \ldots, x_n] \) be the set of polynomials of degree at most \( r \) in \( \mathbb{R}[x_1, \ldots, x_n] \). A degree \( 2r \) pseudoexpectation operator \( \tilde{E} \) is a function from \( P^{\leq 2r}[x_1, \ldots, x_n] \) to \( \mathbb{R} \) that satisfies the following conditions.

- \( \tilde{E}[1] = 1 \)
- \( \tilde{E} \) is linear, that is, for any two polynomials \( p, q \) of degree at most \( 2r \), we have \( \tilde{E}(\alpha p + \beta q) = \alpha \tilde{E}(p) + \beta \tilde{E}(q) \) for all \( \alpha, \beta \in \mathbb{R} \).
- For every polynomial \( p \) of degree at most \( r \), \( \tilde{E}[p^2] \geq 0 \)

We will now show that the existence of SoS vectors with some desired objective value is equivalent, up to a constant factor in the number of levels, to the existence of a pseudoexpectation operator with the same objective value. We will show this for a slightly restricted system where we do not allow inequalities but it holds in general even if we have inequalities. This duality allows us to work with pseudoexpectation operators instead of SoS vectors to construct integrality gaps.

Consider the problem \( \Gamma \) of maximizing a polynomial \( p(x_1, \ldots, x_n) \) over boolean variables \( x_1, \ldots, x_n \in \{0, 1\} \) subject to \( q_i(x_1, \ldots, x_n) = 0 \) for \( i = 1, 2, \ldots, m \). Since \( x_i \) are boolean, assume without loss of generality that \( p, q_i \) are multilinear. For all \( T \subseteq [n] \), denote \( \prod_{i \in T} x_i \) by \( x_T \) and for any multilinear polynomial \( h \), for all \( T \subseteq [n] \), denote the corresponding coefficient of \( h \) by \( h_T \), that is, \( h = \sum_{T \subseteq [n]} h_T x_T \). Suppose \( p, q_1, \ldots, q_m \) have degree at most \( r \), then \( p = \sum_{T \in [n] \leq r} p_T x_T \) and \( q_i = \sum_{T \in [n] \leq r} (q_i)_T x_T \).

The SoS relaxation for \( r \) levels, which we denote by \( \mathcal{P}_r \), is the following program:

Maximize \( \sum_{T \in [n] \leq r} p_T \| V_T \|^2 \)

subject to \( \sum_{T \in [n] \leq r} (q_i)_T \langle V_T, V_S \rangle = 0 \) \( \forall S \in [n] \leq r, i = 1, \ldots, m \)

\( \langle V_{S_1}, V_{S_2} \rangle = \langle V_{S_3}, V_{S_4} \rangle \) \( \forall S_1 \cup S_2 = S_3 \cup S_4 \) and \( S_i \in [n] \leq r \)
\( \langle V_{S_1}, V_{S_2} \rangle \geq 0 \quad \forall S_1, S_2 \in [n] \leq r \)

\[ \| V_\phi \|^2 = 1 \]

Now, consider the following program which optimizes over degree 2r pseudo-expectation operators \( \hat{E} \), which we denote by \( Q_{2r} \): Let \( H_i = \{ h(x_1, \ldots, x_n) \mid q_i h \in P^{\leq 2r}[x_1, \ldots, x_n] \} \).

Maximize \( \hat{E}[p(x_1, \ldots, x_n)] \)

subject to
\[
\hat{E}[q_i(x_1, \ldots, x_n)h(x_1, \ldots, x_n)] = 0 \quad \forall h \in H_i, i = 1, 2, \ldots, m
\]
\[
\hat{E}[(x_i^2 - x_i)h(x_1, \ldots, x_n)] = 0 \quad \forall h \in P^{\leq 2r-2}[x_1, \ldots, x_n], i = 1, 2, \ldots, n
\]
\( \hat{E} \) is a degree 2r pseudoexpectation operator

Here, we enforce \( \hat{E}[q_i h] = 0 \) for all polynomials \( h \) such that \( \hat{E}[q_i h] \) is defined and also enforce \( \hat{E}[(x_i^2 - x_i)h] = 0 \) for all \( h \) such that \( \hat{E}[(x_i^2 - x_i)h] \) is defined. And under these constraints, we try to optimize \( \hat{E}[p] \).

**Theorem 3.20.** For \( \Gamma \), if \( P_{2r} \) has a feasible solution of objective value FRAC, then there exists a feasible solution for \( Q_{2r} \) with objective value FRAC.

**Proof.** Let \( \{ V_S \}_{S \in [n] \leq 2r} \) be the level 2r SoS vectors that achieve objective value FRAC. For any polynomial \( h \in P^{\leq 2r}[x_1, \ldots, x_n] \), denote by \( \overline{h} \) the multilinearization of the polynomial \( h \), which means \( \overline{h} \) is obtained from \( h \) by syntactically replacing any occurrence of \( x_i^k \) in any term of \( h \) by \( x_i \) for any \( i \leq n, k \geq 2 \). So, using the assumption that \( p, q_i \) are multilinear, we have \( p_T = \overline{p_T}, (q_i)_T = (\overline{q_i})_T \). For any polynomial \( h \in P^{\leq 2r}[x_1, \ldots, x_n] \), define \( \hat{E}[h] = \sum_{T \in [n] \leq 2r} \overline{h}_T \langle V_\phi, V_T \rangle \).

First, observe that this operator is well defined and linear. We have \( \hat{E}[1] = \| V_\phi \|^2 = 1 \). For any \( h \in P^{\leq 2r-2}[x_1, \ldots, x_n] \), \( \hat{E}[(x_i^2 - x_i)h] = 0 \) by definition of \( \hat{E} \). For any \( i \leq m \), to prove that \( \hat{E}[q_i h] = 0 \) for all \( h \) such that \( q_i h \in P^{\leq 2r}[x_1, \ldots, x_n] \), by linearity, it suffices to prove that \( \hat{E}[q_i h] = 0 \) for all \( h = x_S \) with \( \deg(q_i) + \deg(h) \leq 2r \),
but in that case, we have \( \tilde{E}[q|h] = \sum_{T \in [n] \leq 2r} (\mathbb{q}_T)_{T} \tilde{E}[x_{T \cup S}] = \sum_{T \in [n] \leq 2r} (\mathbb{q}_T)_{T} \langle V_{\phi}, V_{T \cup S} \rangle = 0 \). Here, note that \( |T \cup S| \leq 2r \) by degree conditions.

We need to prove that \( \tilde{E}[h^2] \geq 0 \) for all polynomials \( h \in P^{\leq r}[x_1, \ldots, x_n] \). We can again assume \( h \) is multilinear by the definition of \( \tilde{E} \). Then

\[
\tilde{E}[h(x_1, \ldots, x_n)^2] = \sum_{T_1 \subseteq [n] \leq r} \sum_{T_2 \subseteq [n] \leq r} h_{T_1} h_{T_2} \tilde{E}[x_{T_1 \cup T_2}] = \sum_{T_1 \subseteq [n] \leq r} \sum_{T_2 \subseteq [n] \leq r} h_{T_1} h_{T_2} \langle V_{\phi}, V_{T_1 \cup T_2} \rangle = \sum_{T_1 \subseteq [n] \leq r} \sum_{T_2 \subseteq [n] \leq r} h_{T_1} h_{T_2} \langle V_{T_1}, V_{T_2} \rangle = \| \sum_{T \subseteq [n] \leq r} h_T V_T \|_2^2 \geq 0
\]

Finally, observe that \( \tilde{E}[p(x_1, \ldots, x_n)] = \sum_{T \in [n] \leq 2r} p_T \langle V_{\phi}, V_T \rangle = \sum_{T \in [n] \leq 2r} p_T \| V_T \|_2^2 = FRAC \). \( \square \)

In particular, we get that the optimum value of \( Q_{2r} \) is at least the optimum value of \( P_{2r} \).

**Theorem 3.21.** For \( \Gamma \), if \( Q_{4r} \) has a feasible solution of objective value \( FRAC \), then there exists a feasible solution for \( P_r \) with objective value \( FRAC \).

**Proof.** Let \( \tilde{E} \) be the degree \( 4r \) pseudoexpectation operator with \( \tilde{E}[p(x_1, \ldots, x_n)] = FRAC \). Consider the \( n^{O(r)} \times n^{O(r)} \) matrix \( M \) with rows and columns indexed by elements of \( [n] \leq r \) such that \( M_{S,T} = \tilde{E}[x_{S \cup T}] \) for all \( S, T \in [n] \leq r \). Clearly, \( M_{S,T} \) is symmetric. We have \( \tilde{E}[x_{T_1} x_{T_2}] = \tilde{E}[x_{T_1 \cup T_2}] \) for all \( T_1, T_2 \in [n] \leq r \) because \( \tilde{E}[x_i^2 h] = \tilde{E}[x_i h] \) for all \( h \in P^{\leq 4r-2}[x_1, \ldots, x_n] \). So, we get that for any vector \( v \in \mathbb{R}^{[n] \leq r} \), we have \( v^T M v = \sum_{T_1 \in [n] \leq r} \sum_{T_2 \in [n] \leq r} v_{T_1} v_{T_2} \tilde{E}[x_{T_1 \cup T_2}] = \tilde{E}[(\sum_{T \in [n] \leq r} v_T x_T)^2] \geq 0 \). This means that \( M \) is positive semidefinite and therefore, there exist vectors \( V_S \) for \( S \in [n] \leq r \) such that \( \langle V_S, V_T \rangle = \tilde{E}[x_{S \cup T}] \) for all \( S, T \in [n] \leq r \). We will prove that these vectors give a feasible solution to \( P_r \) with objective value \( FRAC \).
We have \(|V_\phi|^2 = \tilde{E}[1] = 1\). And for \(S_1, S_2, S_3, S_4 \subseteq [n] \leq r\) such that \(S_1 \cup S_2 = S_3 \cup S_4\), we have \(S_1 \cup S_2, S_3 \cup S_4 \subseteq [n] \leq 2r\), which means \(\tilde{E}[x_{S_1 \cup S_2}], \tilde{E}[x_{S_3 \cup S_4}]\) are defined and so, \(\langle V_{S_1}, V_{S_2} \rangle = \tilde{E}[x_{S_1 \cup S_2}] = \tilde{E}[x_{S_3 \cup S_4}] = \langle V_{S_3}, V_{S_4} \rangle\). Also, \(\langle V_{S_1}, V_{S_2} \rangle = \tilde{E}[x_{S_1 \cup S_2}] = \tilde{E}[x_{S_3 \cup S_4}] \geq 0\).

For all \(i \leq m\) and \(S \subseteq [n] \leq r\),
\[
\sum_{T \subseteq [n] \leq r} (q_i)_{T} \langle V_{T}, V_{S} \rangle = \sum_{T \subseteq [n] \leq r} (q_i)_{T} \tilde{E}[x_{T \cup S}] = \sum_{T \subseteq [n] \leq r} (q_i)_{T} \tilde{E}[x_{T} x_{S}] = \tilde{E}[q_i(x_1, \ldots, x_n) x_{S}] = 0.
\]
Finally, we have the objective value
\[
\sum_{T \subseteq [n] \leq r} p_T \|V_T\|^2 = \sum_{T \subseteq [n] \leq r} p_T \tilde{E}[x_{T}] = \tilde{E}[p(x_1, \ldots, x_n)] = FRAC.
\]

In particular, we get that the optimum value of \(\mathcal{P}_r\) is at least the optimum value of \(\mathcal{Q}_{4r}\).

### 3.4.2 Maximum Clique

An instance of Maximum Clique is a graph \(G = (V, E)\) and the objective is to find the size of the largest clique in \(G\). The basic program has boolean variables \(x_u\) for \(u \in V\) where \(x_u\) indicates whether \(u\) is in the largest clique:

\[
\text{Maximize } \sum_{u \in V} x_u \\
\text{subject to } x_u x_v = 0 \quad \forall (u, v) \not\in E, u \neq v \\
x_u \in \{0, 1\}
\]

Note that the constraint means that if \((u, v)\) is not an edge, then both \(u, v\) are not picked in the final solution and vice versa. So, this program precisely solves the Maximum Clique problem.

In the previous chapter, we studied approximation guarantees of the SoS relaxation of this problem on Erdős-Rényi random graphs. Now, we study integrality gaps for the relaxation. The integrality gap construction by Barak et al.\([\text{BHK}^+ 16]\) are Erdős-Rényi random graphs \(G \sim G(n, 1/2)\) which is a graph \(G = (V, E)\) on \(n\) vertices where for each \(u \neq v\), the edge \((u, v)\) is present in \(E\) with probability 1/2.
In such graphs, it can be shown that there are no cliques of size more than $2 \log n$ with high probability.

**Theorem 3.22** ([BHK+16]). For any $r = o(\log n)$, the optimum value of the level $r$ SoS relaxation for maximum clique on $G \sim G(n, 1/2)$ is at least $k = n^{1/2 - O(\sqrt{r/\log n})}$ with high probability.

Since the actual optimum is $O(\log n)$, this shows that the integrality gap is large for $r = o(\log n)$ levels of SoS. On the other hand, a simple brute-force algorithm that checks whether any $2 \log n + 1$ vertices will form a clique, will run in time $n^{O(\log n)}$ and find the maximum clique for random instances with high probability.

Their proof proceeds by constructing a degree $r$ pseudoexpectation operator that witnesses this. The result would follow from the equivalence between the SoS hierarchy and the pseudoexpectation view.

Their argument proceeds in two parts, where they first use heuristics to mathematically construct the pseudoexpectation operator and then, in the second part, they prove that it satisfies the required properties. The first part is known as pseu-
docalibration, which we will describe here. We will skip the latter part, which is technically involved.

To be precise, for $r = o(\log n)$, we will exhibit a degree $2r$ pseudoexpectation operator $\tilde{E}$ that satisfies the following conditions with high probability when $G = (V, E)$ (assume $V = [n]$) is sampled from $G(n, 1/2)$.

- $\tilde{E}$ is linear and $\tilde{E}[1] = 1$
- $\tilde{E}[(x_u^2 - x_u)h(x_1, \ldots, x_n)] = 0$ for all $h \in P^{\leq 2r-2}[x_1, \ldots, x_n], u = 1, \ldots, n$
- $\tilde{E}[x_u x_v h(x_1, \ldots, x_n)] = 0$ for all $(u, v) \notin E, u \neq v, h \in P^{\leq 2r-2}[x_1, \ldots, x_n]$
- $\sum_{u=1}^{n} \tilde{E}[x_u] = k$
- $\tilde{E}[h(x_1, \ldots, x_n)^2] \geq 0$ for all $h \in P^{\leq r}[x_1, \ldots, x_n]$. 
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The idea is think of $\hat{E}$ as a computationally bounded solver. We are trying to determine $\hat{E}$ that will, in loose terms, think that $G(n, 1/2)$ has a clique of size $k$ for $k \gg 2 \log n$. The crucial heuristic is to consider a planted version of the random graph and try to estimate the values of $\hat{E}$ assuming that it cannot distinguish a planted version from a purely random graph. More precisely, consider the following two distributions

- $G(n, 1/2) -$ A graph $G$ sampled from the Erdős-Rényi random graph distribution.

- $G(n, 1/2, k) -$ Sample a graph $G \sim G(n, 1/2)$, choose a subset of $k$ vertices uniformly at random and add all possible edges, if not already present, within this subset. We call this the planted version.

The intuition that $\hat{E}$ is unable to distinguish these two distributions should mean in particular that for any function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ of degree at most $2r$ on the variables $x_1, \ldots, x_n$, the expected value of the pseudoexpectation of this function is the same for both distributions. That is, $\mathbb{E}_{G \sim G(n, 1/2)} \hat{E}_G[f] = \mathbb{E}_{G \sim G(n, 1/2, k)} \hat{E}_G[f]$ for all functions $f \in P^{\leq 2r}[x_1, \ldots, x_n]$. Here, note that $\hat{E}_G$ can depend on the graph $G$, which we emphasize by a subscript.

We take this further with the following heuristic and make a stronger assumption. Fix $f \in P^{\leq 2r}[x_1, \ldots, x_n]$ and consider $\hat{E}_G[f]$ as a function of the graph $G$. We assume that, not just the expectation but also, the correlation of $\hat{E}_G[f]$ with any low degree function $g$ on graphs $G$ is the same for both distributions. We will describe the exact definition of low degree later. To make this formal, if we encode the edges of the graph using $\binom{n}{2}$ entries $G_e$ in $\{\pm 1\}$ where $G_e = 1$ means the edge $e$ is present and $G_e = -1$ means the edge $e$ is absent, we can treat $\hat{E}[f]$ as a function from $\{\pm 1\}^{n(n-1)/2}$ to $\mathbb{R}$. Then, for all low degree functions $g : \{\pm 1\}^{n(n-1)/2} \rightarrow \mathbb{R}$, we set the correlations to be the same for both distributions, namely

$$\mathbb{E}_{G \sim G(n, 1/2)} [\hat{E}_G[f] g(G)] = \mathbb{E}_{G \sim G(n, 1/2, k)} [\hat{E}_G[f] g(G)]$$
Now, since $G \sim G(n, 1/2, k)$ does indeed have a $k$-clique, we heuristically assume that $\tilde{E}$ is the correct expectation on this graph, with a unique support being the indicator vector $x \in \mathbb{R}^n$ of the planted clique (but in reality, there can be other cliques) and that $\tilde{E}_G$ only errs on $G(n, 1/2)$. Then,

$$E_{G\sim G(n,1/2,k)}[\tilde{E}_G[f]g(G)] = E_{(G,x)\sim G(n,1/2,k)}[f(x)g(G)]$$

where we use the notation $(G, x) \sim G(n, 1/2, k)$ to mean that $G \sim G(n, 1/2, k)$ and $x$ is the indicator vector of the planted $k$-clique.

So, $\tilde{E}_G$ would ideally satisfy

$$E_{G\sim G(n,1/2)}[\tilde{E}_G[f]g(G)] = E_{(G,x)\sim G(n,1/2,k)}[f(x)g(G)]$$

for all functions $f \in P^{\leq 2r}[x_1, \ldots, x_n]$ and low degree $g : \{\pm 1\}^{n(n-1)/2} \rightarrow \mathbb{R}$. From discrete Fourier analysis on boolean variables, note that $f$ of degree at most $2r$ can be written as a linear combination of the functions $x_S : \mathbb{R}^n \rightarrow \mathbb{R}$ for $S \in [n]^{\leq 2r}$ where $x_S(x) = \prod_{i \in S} x_i$, and $g$ can be written as a linear combination of the functions $\chi_T : \{\pm 1\}^{n(n-1)/2} \rightarrow \mathbb{R}$ for $T \subseteq [n(n - 1)/2]$ where $\chi_T(G) = \prod_{e \in T} G_e$. So, it suffices to ensure

$$E_{G\sim G(n,1/2)}[\tilde{E}_G[x_S]\chi_T(G)] = E_{(G,x)\sim G(n,1/2,k)}[x_S(x)\chi_T(G)]$$

for all $S \in [n]^{\leq 2r}$ and low degree $T \subseteq [n(n - 1)/2]$ and the condition we wish to ensure will follow from linearity of the pseudoexpectation and expectation. In fact, we make this assumption only for $S, T$ such that $|S \cup V(T)| \leq \tau$ for some threshold $\tau$, where $V(T)$ is the set of vertices contained in the edges in $T$. The reason that we consider $|S \cup V(T)|$ will be clear when we compute the Fourier coefficients of $\tilde{E}_G[x_S]$. Barak et al. set $\tau \approx r/\epsilon$ where $k \approx n^{1/2-\epsilon}$.

Remember that we are trying to determine $\tilde{E}_G[f]$ for $f \in P^{\leq 2r}[x_1, \ldots, x_n]$ that will satisfy our constraints for graphs $G \sim G(n, 1/2)$ with high probability. Think
of it as a function of $G$ and by the preceding comments, it suffices to determine $\tilde{E}_G[x_S]$ for all $S$ of size at most $2r$. For a fixed $S$, since this is a function on graphs $G$, it has a Fourier expansion $\tilde{E}_G[x_S] = \sum_{T \subseteq [n(n-1)/2]} \tilde{E}[x_S](T)\chi_T(G)$.

The final heuristic is to assume that $\tilde{E}[x_S](T) = 0$ for all subsets $T$ such that $|S \cup V(T)| > \tau$. The intuitive reason for this assumption is that the function $\tilde{E}[x_S]$ is computed by an algorithm that runs in $n^{O(r)}$ time and hence, has to be simple up to $n^{O(r)}$ complexity. One way of interpreting this is to assume that the higher order Fourier coefficients vanish.

After we use these heuristics, we compute the remaining Fourier coefficients. For $S, T$ such that $|S| \leq 2r$ and $|V(T) \cup S| \leq \tau$, we have

$$\tilde{E}[x_S](T) = \mathbb{E}_{G \sim G(n,1/2)}[\tilde{E}_G[x_S] \chi_T(G)] = \mathbb{E}_{(G,x) \sim G(n,1/2,k)}[x_S(x)\chi_T(G)]$$

Let $C \subseteq [n]$ be the planted clique in $G$ where $(G,x) \sim G(n,1/2,k)$. If $C \not\supseteq S$, then $x_S(x) = 0$. If $C \not\supseteq V(T)$, we have $\mathbb{E}_{(G,x) \sim G(n,1/2,k)}[x_S(x)\chi_T(G)] = 0$ since there is an edge $e$ in $T$ that is outside the planted clique and hence, $G_e$ would be 1 or $-1$ with probability 1/2 each. And when $C \supseteq S \cup V(T)$, we have $x_S(x)\chi_T(G) = 1$. So, we get

$$\tilde{E}[x_S](T) = \mathbb{E}_{G \sim G(n,1/2)}[\tilde{E}_G[x_S] \chi_T(G)]$$

$$= \Pr[C \text{ contains } S \cup V(T)]$$

$$= \frac{(n - |S \cup V(T)|)}{(k - |S \cup V(T)|)} \frac{(n)}{(k)}$$

$$\approx \frac{(k)}{(n)} |S \cup V(T)|$$

So, in general, if $f(x) = \sum_{S \in [n] \leq 2r} c_S x_S$ is any polynomial in $P^{\leq 2r}[x_1, \ldots, x_n]$, then we
have
\[ E[f] = \sum_{S \subseteq [n] \subseteq 2^r} c_S \sum_{|S \cup V(T)| \leq \tau, T \subseteq [n(n-1)/2]} \left( \frac{k}{n} \right)^{|S \cup V(T)|} \chi_T(G) \]
for the graph \( G \).

This is the pseudoexpectation that was used to prove Theorem 3.22. The polynomial constraints follow from concentration bounds and proving positivity of the operator was the main technical contribution of the paper.

### 3.4.3 Max K-CSP

We now show some ingredients towards proving Theorem 3.5, more specifically the integrality gap construction of Kothari et al. [KMOW17] for SoS relaxations of Max K-CSP. The approach taken in their paper is purely combinatorial, but we will show that we can arrive at the same construction via pseudocalibration.

We will follow the terminology from section 3.1 of this chapter. For simplicity of exposition, we will consider boolean predicates, that is, \( q = 2 \) with the alphabet being \( \{-1, 1\} \) (instead of \( \{0, 1\} \)) and we will also assume \( \tau = 3 \), which means \( C \subseteq \{-1, 1\}^k \) supports a pairwise uniform distribution. For the \( i \)th constraint \( C_i \), let the shift vector be denoted \( b_i = (b_{i,1}, \ldots, b_{i,K}) \in \{-1, 1\}^K \). So, the \( i \)th constraint \( C_i \) on the appropriate subset of variables \( x_{C_i} = (x_j)_{j \in C_i} \) is \( [x_{C_i} \cdot b_i \in C?] \), where "." denotes entrywise product.

Since \( q = 2 \), we can consider an equivalent, but simpler program than the one we constructed in Chapter 2. We let the basic variables be \( x_j \in \{-1, 1\} \). For each constraint \( C_i \), we can arithmetize it into a polynomial expression \( f_i(x_1, \ldots, x_n) \) of degree \( K \), such that for any assignment of \( x_j \in \{-1, 1\} \), the evaluation of \( f_i \) on this assignment is 0 if the respective assignment satisfies the constraint and 1 otherwise. Indeed \( f_i \) does not contain \( x_j \) for \( j \not\in C_i \). Since we are aiming to show perfect completeness, we can look at the feasibility problem where each constraint is perfectly satisfied. So, we wish to find \( x_j \) such that \( x_j^2 = 1 \) for all \( j \leq n \) and \( f_i(x_1, \ldots, x_n) = 0 \) for all \( i \leq m \).
By the equivalence shown between the SoS hierarchy and pseudoexpectation operators, it suffices to obtain a degree $2r = \zeta \eta n/3$ pseudoexpectation operator $\tilde{E}$ such that the following conditions are satisfied with high probability for a random Max K-CSP instance $I$ as per definition 3.1.

- $\tilde{E}$ is linear and $\tilde{E}[1] = 1$
- $\tilde{E}[(x_j^2 - 1)h(x_1, \ldots, x_n)] = 0$ for all $h \in P^{\leq 2r-2}[x_1, \ldots, x_n], j = 1, \ldots, n$
- $\tilde{E}[f(x_1, \ldots, x_n)h(x_1, \ldots, x_n)] = 0$ for all $h \in P^{\leq 2r-K}[x_1, \ldots, x_n], i = 1, \ldots, m$
- $\tilde{E}[h(x_1, \ldots, x_n)^2] \geq 0$ for all $h \in P^{\leq r}[x_1, \ldots, x_n]$

Now, we will fix the structure of the instance, that is, the factor graph. So, we know the variables involved in each clause $C_i$, let $C_i = (x_{t_1,i}, \ldots, x_{t_K,i})$. Our only degrees of freedom will be the shift vectors $b_i$ for $i \leq m$. Similar to the case of Maximum Clique, we will assume that $\tilde{E}$ cannot distinguish the following two distributions.

- $\mu_r$ - For each clause $C_i$, sample $b_{i,1}, \ldots, b_{i,K}$ from $\{-1, 1\}$ independently and uniformly.
- $\mu_p$ - Sample a global assignment $(y_1, \ldots, y_n) \in \{-1, 1\}^n$ uniformly at random. Then, independently for each clause $C_i$, sample $(z_{i,1}, \ldots, z_{i,K})$ from $C \subseteq \mathbb{F}_2^K$ uniformly and set $b_{i,j} = y_{t_i,j}z_{i,j}$ for all $j = 1, 2, \ldots, K$.

The intuitive reason we chose $\mu_p$ like that is because we would want some distribution very similar to $\mu_r$ so that distinguishing is hard, yet it should have some globally satisfying assignment for our pseudocalibration heuristic to work.

Now, if $\tilde{E}$ is unable to distinguish $\mu_r$ from $\mu_p$, then, for any $f : \mathbb{R}^n \rightarrow \mathbb{R}$ of degree at most $2r$ over $x_1, \ldots, x_n$, the expected value of the pseudoexpectations over $b_{i,j}$ should be the same, that is, $\mathbb{E}_{b \sim \mu_r} \tilde{E}_b[f] = \mathbb{E}_{b \sim \mu_p} \tilde{E}_b[f]$. Also, for a fixed $f \in P^{\leq 2r}[x_1, \ldots, x_n]$, consider $\tilde{E}_b[f]$ as a function of the $b_{i,j}$. We assume that, since
\( \tilde{E} \) is unable to distinguish \( \mu_r \) from \( \mu_p \), the correlation of \( \tilde{E}_b[f] \) with any low degree function \( g \) of the \( b_{i,j} \) is the same in both distributions, that is,

\[
\mathbb{E}_{b \sim \mu_r} [\tilde{E}_b[f]g(b)] = \mathbb{E}_{b \sim \mu_p} [\tilde{E}_b[f]g(b)]
\]

When \( b \in \mu_p \), there is an actual satisfying assignment \((y_1, \ldots, y_n)\). In that case, we assume that \( \tilde{E} \) is the correct expectation, with a unique support being this assignment. Then,

\[
\mathbb{E}_{b \sim \mu_p} [\tilde{E}_b[f]g(b)] = \mathbb{E}_{(b,y,z) \sim \mu_p} [f(y)g(b)]
\]

where we use the notation \((b,y,z) \sim \mu_p\) to mean that, when we sampled \( b \) from \( \mu_p \), the global assignment is \((y_1, \ldots, y_n)\) and for each clause \( C_i \), the sampled element from \( C \) is \((z_{i,1}, \ldots, z_{i,K})\).

So, we want \( \tilde{E} \) to satisfy

\[
\mathbb{E}_{b \sim \mu_r} [\tilde{E}_b[f]g(b)] = \mathbb{E}_{(b,y,z) \sim \mu_p} [f(y)g(b)]
\]

We can think of \( g \) as a function from \( \{-1, 1\}^{mK} \) to \( \mathbb{R} \) since there are \( mK \) different \( b_{i,j} \)s. From discrete Fourier analysis, it is enough to satisfy this equation for all \( f = x_S : \mathbb{R}^n \rightarrow \mathbb{R} \) for \( S \in [n]_{\leq 2r} \) where \( x_S(x_1, \ldots, x_n) = \prod_{i \in S} x_i \) and \( g = \chi_T : \{-1, 1\}^{mK} \rightarrow \mathbb{R} \) for some \( T \subseteq \{(i,j) \mid i \leq m, j \leq K\} = [m] \times [K] \) where \( \chi_T(b) = \prod_{(i,j) \in T} b_{i,j} \). The assumption becomes

\[
\mathbb{E}_{b \sim \mu_r} [\tilde{E}_b[x_S]\chi_T(b)] = \mathbb{E}_{(b,y,z) \sim \mu_p} [x_S(y_1, \ldots, y_n)\chi_T(b)]
\]

Recall that we are trying to determine \( \tilde{E}_b[f] \) for \( f \in P^{\leq 2r}[x_1, \ldots, x_n] \). For a fixed \( S \) of size at most \( 2r \), we have the Fourier expansion \( \tilde{E}_b[x_S] = \sum_{T \subseteq [m] \times [K]} \hat{E}_b[x_S](T)\chi_T(b) \).

Let’s compute the Fourier coefficients. For \( S, T \) such that \( S \in [n]_{\leq 2r}, T \subseteq [m] \times [K], \)
we have

\[ \tilde{E}[x_S](T) = \mathbb{E}_{b \sim \mu_p} [\tilde{E}_b[x_S] \chi_T(b)] \]
\[ = \mathbb{E}_{(b,y,z) \sim \mu_p} [x_S(y_1, \ldots, y_n) \chi_T(b)] \]
\[ = \mathbb{E}_{(b,y,z) \sim \mu_p} [\prod_{i \in S} y_i \prod_{(i,j) \in T} (y_{i,j} z_{i,j})] \]

Note that any subset \( T \subseteq [m] \times [K] \) can be thought of to be a collection of edges of the factor graph \( G_I \). So, \( T \) corresponds to an unique edge induced subgraph \( H_T \) of \( G_I \). If \( H_T \) contains any variable vertex \( x_j \) of odd degree outside \( S \), then observe that the expectation above becomes 0 because \( y_j \) would occur an odd number of times in right hand side and it is chosen uniformly from \( \{-1, 1\} \). Similarly, if any constraint vertex \( C_i \) in \( H_T \) has degree at most 2, then the expectation above becomes 0, since \( C \) is pairwise independent and the choice of \( z_{i,j} \) for this \( i \) is independent of the other terms in the product. So, the only nonzero Fourier coefficients correspond to subgraphs \( H_T \) of \( G_I \) such that every constraint vertex in \( H_T \) has degree at least 3 and every variable vertex of \( H_T \) with odd degree in \( H_T \) is inside \( S \).

The approach taken in [KMOV17] was a bit more direct. They view the pseudoexpectations using the idea of local distributions. It is known that if \( \tilde{E} \) is a degree 2r pseudoexpectation, then for any subset of \( r \) variables \( x_j \), there exists an actual probability distribution on them, whose true expectation matches \( \tilde{E} \). Motivated by prior work by Razborov et al. [Raz98], Bennabas et al. [BGMT12], etc., if \( S \) denotes a set of variables \( x_j \), Kothari et al. consider a larger set containing both variables and constraints, called the closure of \( S \). Then, they define \( \tilde{E}[x_S] \) to be the actual expectation of a locally satisfying assignment on the closure. Under some assumptions, this locally satisfying assignment can be shown to exist. The closure of \( S \) is defined to be the union of all subgraphs \( H \) of \( G_I \) for which all the constraint vertices have degree at least 3, every leaf vertex of \( H \) is inside \( S \) and the number of constraint vertices in \( H \) is at most \( \eta n \).
Different definitions of closure of a set of variables have been studied before but one of the main contributions of [KMOW17] was this new definition of closure. Their motivation was to define it in such a way that it contains all the variables and constraints that, loosely speaking, affect the set $S$. Here, we show that this definition is also motivated by our computation of the Fourier coefficients. In particular, out of all the Fourier coefficients that are nonzero, we consider only the Fourier coefficients $T$ for which all the constraint vertices of the subgraph $H_T$ have degree at least 3, every variable vertex of $H_T$ which has degree 1 (a leaf variable vertex of $H_T$) is inside $S$ and the number of constraint vertices in $H_T$ is at most $\eta n$. We set all the remaining Fourier coefficients to 0.

Similar to the case of Maximum Clique, the hardest part of proving that this construction works is proving positivity of the pseudoexpectation operator, which we will not cover here.
Chapter 4

Future Work

As we saw, hierarchies form a unified approach to optimization problems. It is natural to consider Sum of Squares relaxations for other problems of interest and prove approximation guarantees as well as tight integrality gaps.

4.0.1 Approximability

Guruswami and Sinop [GS11] round SoS solutions and get good approximation guarantees for low threshold-rank graphs. We also know that SoS achieves good approximation for other classes of graphs such as $K_r$-minor free graphs but the analysis proceeds differently. Essentially, it is because these graphs structurally admit decompositions into graphs of bounded diameter, see for instance [AL17]. Naturally, it would be interesting to unify the above two results and identify a larger class of graphs that preferably contains the above two classes, for which the natural SoS relaxation provably gives a good approximation.

For the Densest $k$-subgraph problem, we have an approximation guarantee of $n^{1/4+\epsilon}$ for $O(1/\epsilon)$ levels of the Lovász-Schrijver hierarchy [BCC+10] for a graph on $n$ vertices and hence, the Sum of Squares Hierarchy also gives the same guarantee. The analysis of this algorithm roughly proceeds by considering subgraphs of small size with a special structure known as caterpillar graphs and arguing that dense
graphs have lots of them. The motivation for this algorithm comes from the algorithm for the related problem of distinguishing a random graph from a planted graph, where we simply count the number of caterpillar subgraphs. It is an open problem to simplify their analysis by trying to understand exactly which polynomial that SoS considers in making the distinction, if one exists. This would also make it possible to generalize this idea to analyze the SoS relaxation of the Densest $k$-subhypergraph problem.

### 4.0.2 Inapproximability

On the lower bound front, the best known integrality gap for the polynomial level SoS relaxation for Densest $k$-subgraph is $n^{1/14-\epsilon}$ ([BCG++12], [Man15]). It is an open problem to improve this gap possibly using a different construction and it is plausible that the actual integrality gap is $n^{1/4}$, which would also be tight. It is known that the level $\Omega(\log n/ \log \log n)$ Sherali-Adams relaxation for this problem has an integrality gap of $\tilde{O}(n^{1/4})$ ([BCG++12]) which provides extra evidence to the truth of this gap.

For the Densest $k$-subhypergraph problem of arity $\rho$, the integrality gaps we obtained seem far from optimal and we conjecture that the actual integrality gap is $\Omega(n^{(\rho-1)/4})$. As remarked earlier, we also do not know approximation guarantees for the SoS relaxation for this problem. In particular, the currently known analysis for Densest $k$-subgraph ([BCC++10]) does not seem to easily extend for hypergraphs.

For Minimum $p$-Union, it was shown in [CDM17] that the level $\Omega(\epsilon \log m/ \log \log m)$ Sherali-Adams relaxation has an integrality gap of $O(m^{1/4-\epsilon})$. And they also proved that, assuming the hypergraph extension of a conjecture known as "Dense versus Random", we can obtain a $m^{1/4}$ hardness of approximation. So, a natural first step would be to prove this lower bound for the restricted Sum of Squares hierarchy without any assumptions. Since this problem can be thought of as a more general version of Densest $k$-subgraph, it should plausibly be easier to prove
lower bounds. Also, in our integrality gap for Minimum $p$-Union, our construction and proof can be modified to work for Smallest $m$-Edge subgraph, which is a restricted version of Minimum $p$-Union. So, it seems that we could further utilize the flexibility of the problem’s input to our advantage.

It is possible to apply pseudocalibration to systematically construct integrality gaps for the SoS relaxations of these problems, but it is still not clear how to analyze them. Pseudocalibration was employed by Chlamtăč and Manurangsi\cite{CM18} to obtain Sherali-Adams integrality gaps for $\tilde{\Omega}(\log n)$ levels for Densest $k$-subgraph, Smallest $m$-Edge subgraph, their hypergraph variants and Minimum $p$-Union, all through a common framework.
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